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Abstract 
 

This paper attempts to provide some facts about the current environment where 
inflation seems to be originating from supply-side factors.  It aims in particular to answer 
whether or not there is a role for monetary policy to contain such inflation and, if yes, 
how.  From this study, it is found that in the past Thailand’s inflation dynamics were 
largely governed by temporary supply disruptions whose effects on inflation tended to 
quickly disappear on their own, unless assisted by some other factors such as 
accommodative monetary policy.  During the past five years, however, the nature of these 
supply shocks has changed in line with the structural shifts in the demand and supply of 
oil and farm products.  As a result, changes in oil and farm prices have themselves 
become more protracted.  Under the circumstance, accommodative monetary policy could 
keep the impact of supply shocks on inflation even more lasting, and thus the inflation 
process could become more persistent as well.   Therefore, the authorities must maintain 
high priority on monetary policy discipline and be mindful that persistently high inflation 
expectations could cause people to become inflation tolerant and ultimately allow 
inflation to stay high over an extended horizon. 
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Executive Summary 

Under the current environment, public opinion regarding the conduct of monetary 
policy in dealing with inflation is divided into two sides.  On the one side, arguments rest 
on the fact that because present inflation stems from supply-side factors that are beyond 
the control of monetary policy, a tightening stance is therefore not needed.  Rather, 
monetary policy should become more accommodative to alleviate the financial burden on 
businesses and consumers.  On the other hand, the opposite side views that monetary 
policy must be tightened to relieve pressure from continuously high capacity utilization 
and gradually accelerating inflation expectations.  Thus, knowledge and understanding of 
inflation dynamics and their governing factors, including the role of monetary policy, are 
of utmost importance to the appropriate and timely policy conduct at this juncture. 

In accordance with that motivation, this paper aims to shed some light on the 
factors that underpin Thailand’s inflation process from the past to the present, relying on 
both qualitative and quantitative methods.  Our findings are as follows. 

First, qualitative analyses of past inflation dynamics reveal that Thailand’s 
inflation has generally been low and stable despite some volatilities resulting from supply 
shocks, especially from oil and farm prices, and fluctuations in the Thai baht.  
Nevertheless, up to the beginning of the 2000s, these factors are found to be short-lived 
and quickly disappear on their own.  Since 2003, however, there have been changes in the 
characteristics of cost-pushed inflationary pressures.  Incidentally, the increases in oil and 
farm prices have become more persistent and overall more volatile compared to the 
previous periods.  This reflects the working of additional sources of pressure on top of 
temporary supply disruptions, in particular the ongoing structural changes in the demand 
and supply of the aforementioned commodities.  One is strong demand arising from 
economic growth and higher standards of living of consumers in emerging economies as 
well as the use of crops to produce bio-fuels, which has led in turn to competition for 
resources between consumption and bio-fuel production.  Another is the lower price 
elasticity of supply, especially in the case of oil, while restrictions on supply expansions 
remain, for example due to more frequent natural disasters and geopolitical risks.  
Consequently, prices of oil and farm products have become more intertwined and risen 
significantly and continuously during the recent period like never seen before, and with 
that their impact on inflation tends to be more protracted than in the past.   

Second, quantitative analyses show that during 1971 – 1976, Thailand’s inflation 
began to rise as a result of temporary supply shocks.  However, despite the short-lived 
nature of these shocks, inflation continued to be elevated for several more years (1977 – 
1980).  Given so, our empirical analyses ascertain that this phenomenon could partly be 
explained by monetary policy that was too accommodative at the time as the pegged 
exchange rate obliged Thailand’s monetary policy to follow the loose monetary policy of 
the U.S.  In addition, we find evidence to suggest that inflation expectation – the part of 
inflation that monetary policy could potentially control – has been one of the factors that 
significantly affect inflation dynamics in Thailand. 

Finally, an analysis of the role of monetary policy on changes in Thailand’s 
inflation dynamics based on the concept of deviations of monetary policy stance from 
simple monetary policy rules shows that inflation persistence tends to adjust downwards 
under an environment of restrictive monetary policy.  On the contrary, a lack of monetary 
policy discipline tends to be associated with an increase in inflation persistence.  



 

Policy implications 

From our findings above, the policy implication is that in an event where the 
underlying cause of rising inflation is persistent in nature, regardless of whether such 
cause is cost-pushed or demand-pulled, the authorities must remain committed to 
achieving monetary policy discipline.  In addition, the authorities must be mindful that 
inflation expectations which persist at an elevated level could cause people to become 
inflation tolerant and set prices in the economy, namely wages and prices of goods, in a 
manner that would continue to keep actual inflation at a high level.  This is to ensure that 
the impact of temporary supply shocks would neither be protracted nor deeply embedded 
into the inflation dynamics as was the case in certain periods in the past.   
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1.  Introduction 
 

“Nothing is more important to the conduct of monetary policy than understanding  
and predicting inflation.  Price stability is our responsibility as central banks –  

it is how, in the long run, we contribute to society’s welfare.   
Achieving and maintaining price stability will be more efficient and effective  

the better we understand the causes of inflation and the dynamics of how it evolves.” 
 

Donald L. Kohn 
Governor of the Federal Reserve Board 

Member of the Federal Open Market Committee 
20 May 2005 

 
Casual observation seems to suggest three facts about inflation in Thailand.  

First, it has been quite low and stable since the mid-1980s up until very recently.  Second, 
it has not been very persistent for the past twenty years or so.  That is, a temporary shock, 
e.g. the exchange rate depreciation in the wake of the 1997 crisis, may cause inflation to 
fluctuate, but the fluctuations soon fade away.  Third, it has become less responsive to the 
output gap.  In other words, the slope of a traditional Phillips curve has flattened, 
implying that fluctuations in resource utilization tend to have a smaller impact on 
inflation. 

The nature of inflation as mentioned above is the result of a number of factors.  
One is good luck.  In particular, there has been an absence of severe supply disturbances 
comparable in magnitude to the first and second oil shocks.  In addition, globalization and 
integration of China and subsequently India into world trade have meant greater 
competition in the final goods market.  It then follows that tighter domestic resource 
utilization has not caused inflation to accelerate that much.  At the same time, inflation 
expectations have been fairly tame.  Since people do not expect inflation to move up 
significantly, they are less worried about the erosion of their purchasing power and thus 
need not set wages and prices as high to protect themselves from rising prices.  As a 
result, subdued price pressure leads to low actual inflation.   

This good life is found not only in Thailand but also in all major industrial 
economies as well as in many emerging market economies since the Great Moderation 
which began around the early 1990s.  The bad news is that most recently things seem to 
be changing, starting with the sustained rise in oil prices from 2003 onwards.  Next, 
actual inflation picks up, and not before long inflation expectations also trend up steadily, 
leading soon to a hot debate.  While few people disagree that high inflation is undesirable 
and that the present increase in inflation started out from supply shocks, in particular the 
upsurge in world oil and then world farm prices, there is yet no consensus on how policy 
should deal with the present situation.  In particular, should monetary policy act to tame 
inflation as one may believe, as did Milton Friedman, that inflation is always and 
everywhere a monetary phenomenon; or since it originates from supply shocks upon 
which domestic monetary policy cannot influence, monetary policy should instead be 
silent.  
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This paper is motivated exactly by this debate.  It hopes to take a closer look at 
the nature of supply shocks which have been hitting the economy in recent years and by 
doing so assesses whether or not these shocks are likely to be temporary and can go away 
on their own.  If not, then the most important question boils down to what could help 
contain inflation under the circumstance.  To answer the question, we need to look back 
and learn more about the evolution of inflation dynamics to see whether the generally low 
and stable nature of inflation in Thailand has been a result of sheer good luck (e.g. from 
low volatility of shocks) or, at least in part, of well-disciplined monetary  policy.  Should 
empirical evidence points towards the conclusion that monetary policy has been effective 
in helping to contain inflationary pressure, including pressure from supply shocks, then 
monetary policy would still have a role to play under the present situation. 

 The rest of the paper is therefore organized into four parts.  Part 2 addresses in 
particular the issue of ongoing structural changes in the demand and supply of oil and 
farm products that have led in turn to the changing nature of shocks to inflation.  Part 3 is 
dedicated to the study of Thailand’s inflation dynamics, using both univariate and 
multivariate econometric models to shed light on what factors have importantly governed 
inflation persistence and trend inflation over the past forty years.  Part 4 then takes a 
closer look at the relationship between monetary policy and inflation dynamics, and Part 
5 concludes our findings. 
 
2. Life in retrospect and structural changes in the supply and demand of 
commodities 

In the introductory part, our motivation sets forth the importance of a thorough 
understanding of the inflation process as well as its driving factors in the conduct of 
monetary policy.  Given that a lot of attention has recently been placed on the impact of 
cost-pushed factors, i.e. supply shocks, as well as the general belief that such shocks 
would go away on their own, we would like to find out if this actually holds true in the 
present time.  Therefore, in this part we aim to shed some light on the relationship 
between Thailand’s inflation dynamics and these supply shocks from the early 1960s 
onwards.  Although supply shocks are also characteristics of other commodities, we 
choose to focus on oil and farm products for two reasons.  First, they are important inputs 
in the production of other goods and services.  Second, they directly constitute around 30 
percent of the Consumer Price Index (CPI) basket.  As a result, they would naturally tend 
to have a large impact on inflation. 

We begin with an analysis of the changes in and the volatilities of oil and farm 
prices during different time periods and how such developments translated into the 
dynamics of Thailand’s inflation.  We then investigate if the nature of these commodities 
has evolved over time, in terms of their supply and demand structures as well as shocks.  
In other words, we would like to know if and how much life has changed and what 
implications this has for the inflation process, going forward. 
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2.1 The relationship between supply shocks and inflation 

If one were to summarize Thailand’s overall inflationary experience during the 
past four decades in one sentence, one would probably describe it as being stable and 

benign with only few 
exceptional periods.  
Nevertheless, a closer look 
would reveal several 
important inflationary 
shocks during 1964Q1 – 
2008Q2, as illustrated by 
various spikes in Figure 1.  
In general, these spikes 
were caused by two kinds 
of shocks – exchange rate 
shocks and supply shocks 
in oil and farm products.  
While it is not our priority 
to focus on the role of the 
exchange rate vis-à-vis 
inflation in this paper, we 
can clearly see its impact 
from the three episodes of 
Thai baht devaluation in 

1981, 1984 and 1987
1
, as well as from the 1997 financial crisis when the currency 

depreciated sharply 
following the abandonment 
of the exchange rate peg. 

Exchange rate 
matters aside, the rest of 
the spikes were almost 
entirely caused by global 
supply shocks in oil and 
farm products.  We are able 
to identify, in chronological 
order, the impact of the 
1973 and 1979 oil shocks, 
the Gulf War in the early 
1990s, and the severe El 
Niño during 1997-1998 that 
greatly affected the prices 
of major staple products 
such as cereals and 
vegetable oils worldwide.  

                                                 
1 The impact of the 1987 Thai baht devaluation is not obvious in Figure 1 because of the small magnitude 
and the concurrent decline in oil prices. 

Table 1:  Chronology of major supply-related events 

Year Major events 
1972-1973 El Niño 1/, First oil shock 
1973-1974 La Niña 2/ 
1975-1976 La Niña 

1979 Second oil shock 
1982-1983 El Niño 
1988-1989 La Niña 
1990-1991 Gulf War  
1997-1998 El Niño 

2003 US invasion of Iraq  
2005 Hurricane Katrina 

Remark: we choose to include events during 1964 – 2008 to be 
consistent with Figure 1. 
1/ El Niño causes a severe drought, warmer temperature than normal. 
2/ La Niña causes a severe flood, cooler temperature than normal. 
Source: Various sources, collected by authors 
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We list more of these 
events in Table 1.   

To better 
understand the nature of 
these supply shocks, we 
turn to the developments 
of global oil and farm 
prices, with Figures 2 and 
3 showing two 
dimensions of the price 
dynamics, namely price 
levels and volatility 
(standard deviation) 
patterns, of oil and 
selected major staple 
products – palm and 
soybean oil.  The reason 
that we are interested in 

the volatility patterns of each commodity, constructed by taking the difference in the 
logarithm of monthly seasonally adjusted price using the exponentially weighted moving 
average2, is that such information tells us how protracted shocks were in the past.  After 
having carefully matched the volatility patterns with the historical events in Table 1, we 
can clearly see two things: (1) each shock was associated with a large spike in volatility, 
and (2) from the 1970s up until the early 2000s, each spike in volatility disappeared 
within a very short period of time, indicating that shocks arising from supply disruptions 
and even political 
conflicts tended to be 
short-lived.   

However, a 
different picture 
emerged during the 
last five years.  For 
oil, we observe that 
its price began to rise 
continuously in 2003 
or so.  Moreover, 
when we look at the 
volatility patterns, we 
notice that they 
changed in such a 
way that smaller 
spikes appeared 
much more 
frequently.  In other 
words, volatility was 
sustained at a higher 
level, averaging around 6.7 percent in 2000-2008 compared with 5.0 and 3.0 percent in 
                                                 
2 Equivalent to the generalized autoregressive conditional heteroskedasticity model or GARCH(1,1). 

Figure 3: Prices and volatilities of selected staple products  
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Figure 2:  Price and volatility of Dubai oil 
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1992-1996 and 1980-1985, respectively, and thus indicating the existence of a factor that 
kept the price increases steady and prolonged.  Though such changes in the volatility 
patterns are not obvious for the case of farm products, we can still see that their prices 
also rose significantly and continuously in recent years.  Thus, it appears that the nature 
of oil and farm prices may have changed, and the crucial question is why. 

In the next sections, we attempt to shed more light on the factors that contributed 
to this recent development in oil and farm price dynamics.  In particular, we find that such 
developments arose mainly from significant structural changes in the demand and supply 
of these commodities, which resulted in market tightness and in turn led to higher 
sensitivity to shocks.  In what follows, our analysis of structural changes on the demand 
side includes: (1) an increase in demand from emerging markets; (2) an increase in 
demand for commodities as an asset class; and (3) the impact of food and fuel subsidy 
programs.  Meanwhile, concerning structural changes on the supply side, we emphasize: 
(1) a decline in the responsiveness of supply to price; (2) market power of major 
producers (in the case of oil); and (3) greater constraints in supply expansion.  We then 
proceed to look at the impact of shocks under these tight supply and demand conditions.  
Finally, we close this part by summarizing the lessons learned and implications on 
inflation dynamics. 

2.2 Structural changes in the demand of oil and farm products 

In the previous section, we establish that oil and farm prices in the past were 
almost entirely driven by temporary supply disruptions that were short-lived in nature.  
Lately though, prices appeared to be governed by an additional force that allowed price 
increases to be sustained.  In this section, we argue that this additional force stemmed 
from ongoing structural changes in demand that could continue to exert pressures on 
prices for more periods to come.  We present our arguments below.   

First, strong 
world economic growth, 
particularly the strong 
performance of 
emerging countries, has 
led to a significant 
increase in demand for 
resources.  While this 
trend is applicable to 
emerging economies 
overall, the cases of 
China and India perhaps 
stand out the most,   
following the 
unleashing of  their 
growth potentials as 
these economies 
became more market-

oriented (Figure 4).  Originally, the impact of such countries’ openness to world trade 
came about in the form of lower production costs, but afterwards as these economies 
continued to grow and the general standard of living of their population reached a certain 
point, they began to consume more resources, in particular oil and farm products.  Given 

Figure 4: World and selected countries’ economic growth  
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that the population in these two economies accounts for roughly 37 percent of world 
population3, we can imagine just how huge an impact on world resources could be given 
their potential to consume. 

To begin with, 
as the Chinese and 
Indian economies 
expanded and engaged 
in more energy 
intensive production, 
their demand for oil 
rose.  More oil was also 
needed for 
transportation and 
freight given that the 
logistics in such 
countries still depended 
largely on road 
transports, i.e. trucking.  
Meanwhile, consumers 
themselves began to 
desire motor vehicles, 
which of course means 
even more demand for oil.  In addition, as income rose, consumers increased not only 
their per capita consumption of staple foods but also switched to consume more meats.  
Since animals generally consume more cereals and grains than human, such a change in 
diet amplified the demand for staples.4   

But just how persistent is this phenomenon?  Given that the change is structural in 
nature, we tend to believe that pressures on resources would not simply go away despite a 
cyclical slowdown in the global economy in the short-run.  In particular, we assess that 
the Chinese and Indian people still have much more potential to consume.  To illustrate, 
Figure 5 plots per capita consumption of meats and vegetable oils in both countries 
against their per capita GDP.  It reveals that the income level of both countries is still low 
compared with a developed Asian country such as Korea (selected based on similar 
consumption culture).  Given the positive correlation between per capita consumption and 
per capita GDP, it can be seen that as these consumers become richer, their diets will 
continue to change as mentioned, which would at least sustain prices of staples at a high 
level. 

In addition to the direct demand for consumption of farm products, there is also an 
indirect demand stemming from the need for energy.  In this regard, the persistent surge 
in oil prices already triggered the world to invest in the quest for cheaper energy 
alternatives, e.g. bio-fuels.  In turn, this effort led to higher strains in the world market for 

                                                 
3 World Development Indicators Database from the World Bank, as of 1 July 2008. 
4 The feed-to-meat conversion ratio for each type of meat is as follows.  Production of 1 kg poultry meat 
requires about 2 kg grains, 1 kg pork requires 4 kg grains, and production of beef in feedlots utilizes as 
much as 7kg grain/kg meat production. (Rosegrant et al. [1999])   As demand for meats increases, the 
demand for grains and protein feeds used in producing meats grows proportionally and by more than the 
demand for direct consumption by human.   

Figure 5:  Potential consumption in China and India  
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agricultural products, particularly oil palm, soybean, tapioca, maize and sugarcane.  As a 
result, the prices of these major farm products rose and became more intertwined with the 
price of oil than before.  

Apart from real 
(physical) demand for 
commodities discussed 
above, another source of 
demand pressure on 
commodity prices 
stemmed from an 
increase in demand for 
commodities as a class 
of assets.  Lately, the 
returns from commodity 
investments exceeded 
those from other types 
of financial assets as 
depicted by Figure 6, 
left panel.  It can be 
seen that during months 
of negative returns in 
either the bond or equity 

markets between the period spanning from December 1988 to August 2007, returns on 
commodities were positive, thus offering a safe option in portfolio diversification to 
investors.  Consequently, investors began to increase their stakes in this market as shown 
in Figure 6, right panel, with the proportion of investors holding more than 10 percent of 
their portfolios in commodities rising steadily over 2005 – 2007.  Moreover, the declining 
trend in the U.S. dollar probably helped magnified this transition as investors quickly 
diverged away from holding U.S. dollar assets.  In addition, because prices of 
commodities themselves are part of inflation, investors recognized this type of investment 
as hedging instruments against rising inflation, adding also to the demand for 
commodities as an asset class.  Taken together, these factors led to an influx of 
investment funds into the commodity markets starting firstly with oil, then other 
commodities such as gold and metals, and more recently farm products.5 

On top of the structural changes in the demand of oil and farm products, the 
problem is complicated by government policies.  For example, several developing 
countries tried to help their people from the higher costs of living and averted the rises in 
domestic inflation by implementing various aid programs, e.g. introducing caps on fuel 
prices, continuing to subsidize domestic food and fuel prices, and imposing export quotas 
on some products, especially rice, to protect their countries from food shortage.  These 
measures, in turn, kept food and oil prices artificially low, continuing to sustain high 
demand and further exerting upward pressures on world demand and prices.   

                                                 
5 While the above reasons are probably related to non-speculative investments, investors who are purely 
interested in very short-term speculative gains may also play a role in exaggerating demand and prices by 
betting on future directions of prices.  However, disagreements remain regarding the magnitude of the 
impact of such behaviour on prices.  A recent study by the Interagency Task Force on Commodity Markets 
in July 2008 finds no statistically significant causation between speculative activities and prices and 
concludes that recent price increases were more largely determined by real forces of demand and supply. 

Figure 6: Commodities as a class of asset 
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From above, we can see how these ongoing structural changes in demand led to 
persistent increases in the prices of oil and farm products over the last five years.  
However, these demand pressures alone could rarely make prices jump.  This brings us to 
the next section where we turn to the supply side that underwent major structural changes 
as well.   

2.3 Structural changes in the supply of oil and farm products 

This section is divided into two parts mainly because, in comparison to demand 
side factors, supply side factors are generally more specific to each commodity.  We 
begin with an analysis of structural changes in the supply of oil, followed by farm 
products. 

2.3.1 Structural changes in the supply of oil 

The unfortunate truth is that supply of oil simply was unable to match demand 
during recent times.6  Apart from the structural shifts in world demand for energy 
discussed in Section 2.2, fundamental changes in the structure of the supply of oil also 
took place.  Below, we discuss two important causes: (1) lower elasticity of supply to 
price; and (2) the return of the Organization of the Petroleum Exporting Countries 
(OPEC)’s dominance. 

Lower elasticity of supply to price 

The degree of supply responsiveness to price plays an important role in dictating 
the future of oil prices.  Consider a case of an increase in demand.  The more inelastic 
(less responsive to price) supply is, the higher price increase would be required to induce 
supply, and the new equilibrium would be reached at a higher price than would have been 
if supply were more elastic.  To illustrate, we compute the price elasticity of oil supply 
between 1995 – 2001 and 2002 – 2007, and find that the elasticity fell by roughly half, 
from 0.2 to 0.17 between the two periods.  Furthermore, we suspect that the elasticity 

could have been even higher prior to 1995
8
.  In this regard, we believe that two main 

factors contributed to this change, as discussed below. 

 

 

 

 

 
                                                 
6 A production decline was generally observed worldwide, and there were also numerous reports of 
depletions.  For example, the second largest oil field, the Burgan field in Kuwait, was reported to have 
entered a decline in November 2005.  In March 2006, Mexico announced that its Cantarell Field had 
entered depletion.  In April 2006, a Saudi Aramco spokesman also admitted that its mature fields were 
declining. (http://en.wikipedia.org/wiki/peak_oil )  
7 Estimated using two-staged least square regressions where oil production is a function of Dubai oil price.  
The list of instruments includes a constant and trading partners’ GDP as a proxy for world demand. 
8 We are not able to compute the price elasticity of oil supply prior to 1995 due to the unavailability of 
quarterly oil production data and trading partners’ GDP. 
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National Oil Companies 
(NOCs)’ controls over 
proven reserves 

 The first factor 
contributing to the 
reduction in price 
elasticity of supply is 
the concentration of 
proven reserves in the 
hands of NOCs, as 
shown in Figure 7.  In 
the past, these reserves 
belonged to 
International Oil 
Companies (IOCs) 
whose motivation was 
mainly profit based.  

Thus, higher prices as a result of rising demand would be met by an increase in 
production.  The situation changed, however, following a series of nationalization of oil 
companies that began soon after the end of the 1973 Arab oil embargo, with the most 
notable one being the nationalization of Aramco by Saudi Arabia in 1980.  Incidentally, 
profit was not the only objective of this group of oil producing nations.  Since oil, like 
any other scarce resources, would eventually be used up, these oil producing nations had 
been undertaking a series of economic and infrastructural development plans with the aim 
to diversify their sources of income away from oil.  Moreover, recent political conflicts 
might have made these nations more inclined towards holding on to their reserves despite 
soaring prices.  

Costly alternatives leading to underinvestment 

 “All the easy oil and gas in the world has pretty much been found.  Now comes the 
harder work in finding and producing oil from more challenging environments and work 
areas.” 

W.J. Cummings 
Company Spokesman 

Exxon Mobile Corporation 
December 2005 

So far, we have yet to mention the role of IOCs in meeting the gap between 
demand and supply of oil.  Apart from the limited size of their proven reserves, IOCs’ 
prominence in world supply of oil was greatly constrained by limited access to the 
sources of the much demanded light sweet crude oil found mostly within the Middle-east 
nations.  Given no access to these sources, IOCs must turn to the less cost-efficient 
sources of heavy, low-grade oil.  The massive reserves of the Canadian tar sands (or oil 

Figure 7 IOC and NOC oil and gas reserves  
(billion barrels of oil equivalent) 

 

 
Source: Deutsche Bank 

 



 

 10 

sands)9 are a good example of this.  Though such vast reserves represented a source of 
hope, production continued to lag behind consumption.10  Unfortunately, the extraction of 
these heavy tar sands required larger amounts of water and energy than conventional 
crude oil extraction.  Moreover, they were difficult to transport through normal oil 
pipelines and more expensively to refine into gasoline, diesel fuel and other products.  In 
addition, due to greater environmental damages11 caused by the extraction of tar sands 
compared to conventional crude oil, they were generally not accepted by environmental 
groups such as Greenpeace, who called for cleaner and more expensive production 
technologies.12  Therefore, even though the recent surge in oil prices made investments in 
tar sands industries more attractive, developments remained a challenge and would 
certainly take time.  As a result, we probably cannot expect IOCs’ production to gain a 
more prominent role in meeting world demand for oil in the foreseeable future. 

The return of OPEC’s dominance 

The second cause of a shift in the nature of oil supply is the return of OPEC’s 
dominance over the world oil market.  Despite an overall decline in its market share as 
shown in Figure 8, OPEC was successful in exerting its power over the last decade or so.  
One important factor that allowed this cartel to regain its authority was “good luck” – 
namely the strong and sustained rise in demand coupled with the failure of production 
elsewhere in serving these growing needs (Figure 9).  Given the concentration of proven 
reserves in the hands of OPEC nations as mentioned above, the cartel was able to 
successfully manipulate the market through its quota announcements and answers to calls 
on OPEC.  By setting its quota at a low level, the gap between total demand and supply 
would widen, resulting in calls for OPEC at a higher price than was initially the case.  
Figure 10 illustrates this dominance of OPEC over total production growth.  It can be 
seen that changes in total supply (the gradient of the line graph) moved with changes in 
OPEC’s supply (the bar graph).  For example, a reduction in supply seen in 2002 
coincided with a reduction in supply from OPEC.  Similarly, the continuous increase in 
supply during 2003 – 2004 corresponded with increases in OPEC’s supply.  Hence, we 
can clearly ascertain the influence of this cartel’s action on world supply of crude oil and 
thus crude oil price.  This important role of OPEC is empirically confirmed by Kaufmann 
(2004) and Dées et al. (2007), who conclude that oil prices were determined by market 
conditions as well as OPEC’s decisions about quota and capacity utilization. 

                                                 
9 The sands are naturally occurring mixtures of sand or clay, water and an extremely dense and viscous 
form of petroleum called bitumen. 
10 In 2006, tar sands production in Canada amounted to approximately 1.25 million barrels per day 
compared with world oil demand of almost 85 million barrels per day. (Government of Alberta, 2008) 
11 Main concerns include land damage, greenhouse gas emission and water usage.  For example, carbon 
dioxide emission is around three to five times greater than in the case for conventional crude oil extraction. 
12 http://www.greenpeace.org and http://www.treehugger.com 
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But why should the 
cartel work?  What happened 
to individual countries’ 
incentive to cheat?13  Here, 
we argue that because of the 
demand nature of price 
increases in recent years, oil 
producers expected oil price 
to continue along an upward 
trend for still some time.  
Since production decisions 
depended on expected future 
prices, individual countries 
certainly had more incentives 
to stick to their quotas in 
order to continue reaping the 
benefits of higher future 
prices rather than cheat for 
the sake of short-term gains.  
As a self-fulfilling prophecy, 
actual price rose, feeding 
back into expected future 
prices again and so on.  
However, because higher 
prices would eventually hurt 
the real economies of oil 
importers and users, this 
trend could only continue up 
to a threshold before a 
significant demand correction 
would be triggered.  At that 
point, the cartel’s position 
could reverse, relieving some 
of the pressures on prices. 

2.3.2 Structural changes in 
the supply of farm products 

The main factor 
leading to a change in the 
structure of farm product 
supply is the increase in 
constraints on production 
expansions.  Compared with 
oil, the price elasticity of 
farm supply tends to be 
higher.  That is, if the price of 
a product increases in a 
certain year, farmers would 
                                                 
13 as was the case in the 1980s which signified the collapse of the OPEC cartel 

Figure 8: World crude oil production 
 

 
 
Source: OPEC’s Annual Statistical Bulletin 2007 

 
Figure 9: Gap between demand and non-OPEC supply 
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want to produce more of such product in the next crop season.  As more supply becomes 
available, the price of such product eases.  Thus, higher farm prices resulting from an 
increase in demand is likely to induce a significant supply response.  However, life is not 
that simple.  In recent years, reality demonstrated a number of limitations on farm 
production expansions such as the scarcity of water and new planting areas as well as the 
need for specific cultivation conditions for most crops, which generally rested on 
favourable weather conditions.  Hence, in the short-run, supply often did not increase 
immediately as wished for by both consumers and producers.  In the long-run, however, 
with steady investments in agricultural researches and developments, one could hope for 
new technologies that would allow the supply of crops to be more flexible in meeting 
consumer demands.  Such technologies may include new techniques to increase 
productivity, to reduce crop dependency on weather conditions, or to produce safer 
genetically modified organisms (GMOs).  Nevertheless, given the increasing concerns 
over environmental and health risks, any new technology will need to be more carefully 
engineered.  As a result, these developments would also take time and we could still be in 
this tight supply and demand conditions for another while. 

2.4  An exacerbating impact of shocks under tight demand and supply conditions 

Sections 2.2 and 2.3 establish that the global commodity markets, namely oil and 
farm products markets, underwent structural changes in their demand and supply 
conditions.  These tight conditions exerted pressure on prices not only directly but also 
indirectly through the effects 
of incoming shocks.  That is 
to say, the impact of adverse 
shocks was typically 
amplified when market 
conditions were already 
constrained.  At the same 
time, supply shocks that used 
to be pronounced but short-
lived in the past (as they were 
not sustained by ongoing 
demand shifts) recently 
became less prominent but 
more numerous.  We 
elaborate on the interactive 
effect of market tightness and 
frequency of shocks below. 

Figure 11 Lower surplus production capacity 
 

 
 
Source: Energy Information Administration, Short-term Energy 
Outlook June 2008 
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With strong demand and limited supply, the world witnessed a reduction in world 
spare capacity for oil production and a decline in the ratio of stock to use of farm 
products.  From Figure 11, it can be seen that during 2003 – 2007, world oil surplus 
capacity averaged at around 1.6 millions of barrels per day, less than half its average 
(1996 – 2002) of 3.9 millions of barrels per day.  Moreover, this surplus capacity was 

concentrated in just a few 
countries, mainly in the 
Middle-east in the hands of 
NOCs whose motivation was 
not exclusively profit as 
mentioned earlier.  
(Interagency Task Force on 
Commodity Markets, 2008)  
In the case of farm products, 
despite once ample 
agricultural supply and thus 
relatively high ratios of world 
stock to use from the mid-
1980s to early 2000s, Figure 
12 shows that things turned 
around in 2003 or so, with the 
ratios of world stock to use 
dropping significantly since 

for many important agricultural products, both for human consumption and animal 
consumption.  

With already low 
investory levels, oil and farm 
products markets became 
much more sensitive to bad 
news.  Meanwhile, bad news 
and natural disasters seemed 
to occur more frequently, 
partly as a result of 
worsening global 
environment.  As shown in 
Figure 13, the number of 
natural disasters worldwide 
grew rapidly over the last 
five decades.  Such supply 
disruptions contributed to 
episodes of panic and price 
jumps as well as higher price 
volatilities overall.  One of 
the more recent examples is the case of rice.  At the beginning of 2008, rice farms in two 
major rice exporting countries, India and Vietnam, were significantly hit by severe 
weather conditions.  Initially, the countries raised their minimum export prices, but due to 
subsequent fears of domestic rice price increases and inflation, the governments later 
limited and then froze all rice exports.  All over the world, panic regarding food security 
quickly surfaced.  Rice importers such as the Philippines, Indonesia and China 

Figure 12:  Ratios of world stock to use  
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Figure 13:  Frequencies of natural disasters  
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accelerated their purchases to safeguard against future price increases.  Subsequently, 
world prices of rice soared to an unprecedented level in 2008Q214.  The impact of climate 
change on oil price is a similar story.  Almost every time there was news about adverse 
weather conditions, e.g. Hurricane Katrina in 2005, market prices jumped in expectation 
of supply disruptions, thanks also to speculators in the financial markets.  

In addition to climate change and natural disasters, shocks resulting from 
geopolitical uncertainties became major risks to oil supply.   Again, given the already 
tight supply conditions relative to demand, geopolitical uncertainties, whether or not 
leading to actual supply disruptions, could send world oil price soaring more easily than 
ever.  These conflicts were not confined to the Middle-east but extended to other regions 
as well, namely South America and Africa.  Figure A.1 in Appendix A shows that these 
conflicts became more frequent around 2002, and the relationship between the Dubai oil 
price and the eruptions of conflict during 2002 – 2008 is quite obvious. 

Finally, instead of alleviating pressures from these shocks, government reactions, 
while aiming to calm the market, could unintentionally exaggerate the impact on prices.    
Take for example the case of rice export quotas in India and Vietnam or the 
implementation of unsustainable fuel subsidies in various emerging countries.  In general, 
given the temporary nature of these policies versus the protracted nature of oil and farm 
price increases, by delaying price adjustments (including those of related goods and 
services), anxiety could very well build up and prices as well as inflation could rise 
significantly due to pent-up pressures, down the road.   

2.5  Lessons learned and future implications 

From above, it should be clear that recent shocks to commodity prices were no 
longer purely driven by temporary supply disruptions but also motivated by the upwardly 
trending demand.  As a result, these shocks would be more likely to linger compared to 
the case before the 1990s.  While we might expect some short-term downward pressures 
on prices due to cyclical demand corrections as many major economies enter a period of 
slowdown at this juncture, it should be emphasized that demand and supply pressures we 
discuss in the previous sections are mostly structural and not cyclical in nature.  
Therefore, they are unlikely to go away so readily, and at the very least, prices should not 
be expected to go back down to their low levels.  Realistically, we could even be faced 
with the return of soaring commodity prices once cyclical demand turns around.  The 
implication of more persistent shocks is that inflation would be higher and, through 
expectation of continuous shocks, inflation persistence may also rise.  Nevertheless, 
persistence in inflation may not be a result of shocks alone – a point that we further 
pursue in Parts 3 and 4. 

Moreover, given that shocks from oil and farm prices are now more correlated as 
a result of growing competition for agricultural resources between consumption and bio-
fuel production and also the fact that rising energy costs subsequently translate into rising 
costs of farming, the impact of oil and farm prices on inflation is likely to be 
compounding, as opposed to the experience of the past when shocks were uncorrelated.  
Inflation control is therefore likely to be all the more challenging under the circumstance. 

                                                 
14 Rice price in April 2008 reached 1,015.20 U.S. dollars per metric ton, equivalent to a 215 percent 
increase over the same period of the previous year. 
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3.  Inflation dynamics in Thailand 

In the previous part, we concentrate on qualitative analysis of supply side factors 
that are significant determinants of Thailand’s inflation dynamics. Here, we proceed to 
quantitatively analyze the dynamics of Thailand’s inflation process, drawing on our 
knowledge of major events in the past, in particular those related to the nature of oil and 
farm prices as described in Part 2.  Our analysis entails three main sections.  First, we 
measure inflation persistence through a univariate autoregressive (AR) model, allowing 
for shifts in the mean and persistence parameters.  Evidence of a time-varying nature of 
our parameters of interest leads us to apply an unobserved components (UC) model to our 
inflation process in the next part, from which we obtain filtered series of inflation 
persistence and inflation trend.  We close this part with a multivariate analysis of 
inflation, drawing on evidence from the hybrid New Keynesian Phillips Curve (NKPC), 
where we find supportive evidence for the impact of inflation expectation and hence the 
likely role of monetary policy in shaping the price setting behaviour and inflation 
dynamics in Thailand. 

3.1 A simple univariate autoregressive model of inflation 

3.1.1 Measures of inflation persistence and existing empirical findings 

 Existing literatures reveal four common proposals for measures of inflation 
persistence.  Marques (2004) summarizes them into (i) the sum of autoregressive 
coefficients, (ii) the spectrum at zero frequency, (iii) the largest autoregressive root, and 
(iv) the half-life of a shock to the inflation process, vouching particular support for the 
first of the four measures.15  This recommendation is also confirmed by Clark (2003).  
Accordingly, a relatively large amount of literatures on international evidences of 
inflation persistence can be found.  These literatures usually employ a univariate 
approach in modeling inflation, assuming the existence of a constant long run equilibrium 
rate of inflation.  The general findings as noted by authors such as Batani and Nelson 
(2001), Batani (2002), Levin and Piger (2004), and O’Reilly and Whelan (2005) are that 
the inflation process tends to be highly persistent.  In other words, the AR coefficient is 
close to unity in a large number of countries.  

3.1.2 Model specification and structural breaks identification  

 To investigate Thailand’s inflation dynamics and measure their degree of 
persistence, we adopt the recommended simple AR(1) coefficient and the sum of the 
coefficients of an AR(4) process as our measures of inflation persistence, where the 
AR(1) and AR(4) specifications can be written as follows: 

for AR(1): 

ttt ερπµπ ++= −1  (1) 

for AR(4), when K = 4: 

tjt

K

j
jt επαµπ ++= −

=

∑
1

 (2) 

                                                 
15 The pros and cons of each measure are discussed in Marques (2004). 
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where µ  is the mean of the process, π t  is the quarter-on-quarter inflation rate at time t, 

π jt−  is the quarter-on-quarter inflation rate at t-j, and ε t  is assumed to be a white noise 

disturbance term.   

 To measure inflation persistence in terms of the sum of AR coefficients as shown 
in equation (2), it is quite useful to consider the following equivalent representation: 

επφπρµπ t

K

j
jtjtt +∑ ∆++=

−

=
−−

1

1
1  (3) 

where the persistence parameter is given by ∑≡ αρ j , which according to Andrews and 

Chen (1994) is the best scalar measure of persistence.  Moreover, in equation (3), the 
higher-order dynamic parameters φ j  are just simple transformations of the AR 

coefficients in equation (2) with αφ KK −=−1 . 

However, as demonstrated by Perron (1989), the estimates of the degree of 
persistence can be misleading if a structural break, i.e. an intercept or a mean shift, is not 
explicitly taken into account.  On the other hand, if one allows for too many shifts in the 
intercept of the process, it could lead to an underestimation of the degree of persistence.  
Accordingly, the more recent literatures on inflation persistence16 allow for at least one 
intercept shift in their estimations, giving rise to a lower estimated degree of persistence 
compared with the case of no shift.  To proceed, we then reformulate equation (3) to: 

επφπρµµπ t

K

j
jtjttt D +∑ ∆+++=

−

=
−−

1

1
110  (4) 

where Dt  is a dummy variable that takes the value of zero in periods t < s and one in all 
subsequent periods t ≥  s, with s denoting any potential structural break in the mean of the 
process.  

The identification of shifts in the mean or structural breakpoints depends on 
whether we already have some priors about such points.  If the breakpoint is known a 
priori , then Chow test can be applied.17  In reality, an exact breakpoint may not be known 
in advance.  Accordingly, there are many alternatives to define these unknown 
breakpoints such as the Quandt (1960) test or the application of Bayesian estimations, 
with the former being our chosen method to proceed.  In essence, the Quandt test can be 
described as a process that identifies a solution taking the largest Chow statistic over all 
candidate breakpoints.18  However, since the distribution of these test statistics is non-
standard, their true distribution was later developed by Andrews (1993) with their 
approximate asymptotic p-values provided by Hansen (1997).      

To estimate the persistence parameter, ρ , we employ the approach proposed by 
Bai (1997) and also used in Cecchetti and Debelle (2005). First, starting with the whole 
sample, we estimate equations (1) and (3) to obtain the values of ρ  for both the AR(1) 

                                                 
16 Levin and Piger (2003) and Cecchetti and Debelle ( 2005). 
17 Chow (1960) proposes the test by splitting the sample into two sub-samples before estimating the 
parameters for each sub-sample and testing the equality of the two sets of parameters using F statistics.  
18 This is the likelihood ratio test under normality. 
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and AR(4) processes.  A Quandt-Andrews test is then applied.  Once a possible and 
statistically significant breakpoint is determined, the sample is divided into two sub-
samples at the identified breakpoint, and the same process is repeated to identify 
additional breakpoints for each sub-sample.  The process stops when the test fails to reject 
the null hypothesis of no breakpoint. 

 In addition to the mean shift, we consider the possibility of potential breaks in the 
autoregressive parameter, ρ , such that equation (4) becomes: 

 tjt

K

j
jtttt DD επφπρρµµπ +∆++++= −

−

=

− ∑
1

1
11010 )(  (5) 

and  tjtj

K

j
jtttt DDD επφφπρρµµπ +∆+++++= −

−

=

− ∑ )()( 1

1

1
1011010  (6) 

where structural changes are possible in all of the AR parameters.  In the above, we 
constrain the break in the autoregressive parameters to occur at the same dates as the 
intercept. 

3.1.3 Data description 

Our analysis is performed on the quarterly consumer price index (CPI) and its 
highest-level disaggregated component series,19 covering (1) food and beverages, (2) 
apparel and footwear, (3) housing and furnishing, (4) medical and personal care, (5) 
transportation and communication, (6) recreation and education, and (7) tobacco and 
alcoholic beverages, from 1964Q1 to 2008Q2.  The series are treated for seasonal effects 
using the X12 quarterly seasonal adjustment method of the United States Census Bureau, 
with the inflation rate computed as 400*)CPIsa/CPIsaln( 1

i
t

i
t

i
t −=π , where i denotes the 

aggregate and each of the seven disaggregated inflation series.  The benefit of using 
disaggregated CPI series is that it provides us with a better understanding of the factors 
that underpin the inflation process and thus helps us to identify whether a particular factor 
is a common or idiosyncratic one.  In particular, similarly dated breakpoints across CPI 
components would naturally suggest a factor with a pervasive effect on the general 
inflation level of the economy.  

Before we proceed, it is worth noting that this is not the first attempt to study the 
inflation process in Thailand.  Chantanahom et al. (2004) undertook a similar analysis 
using the AR(1) and AR(12) models and monthly data between January 1995 and June 
2004.  In their research, the degree of inflation persistence was found to be low and less 
than 0.5 for headline inflation20, given no-break-point.  When the financial crisis intercept 
dummy was introduced, an even lower degree of persistence in headline inflation was 
found.  This breakpoint, however, was imposed arbitrarily from the argument that the 
financial crisis was a major shock to the economy.  In contrast, our study does not impose 
a breakpoint unless it is confirmed by the Quandt-Andrews test.  As a result, our results 
may differ from those presented by Chantanahom et al. (2004).  

                                                 
19 Data are obtained from the Ministry of Commerce. 
20 They also tested for the persistence of other inflation series, including traded versus non-traded goods 
inflation, food versus non-food inflation, and goods versus services inflation. 
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3.1.4 Estimation procedure and results 

The estimation procedure is performed in three steps.  First, the AR(1) and AR(4) 
models are estimated without imposing any structural breaks.  Next, the Quandt-Andrews 
test is used to find all possible breakpoints in our models.  After having identified the 
breakpoints, we impose parameter breaks at those dates and re-estimate the degree of 
inflation persistence. 

Results from the Quandt-Andrews test indicate that the first breakpoint in the CPI 
and its component series occurred sometime around the early 1970s, while the second 
breakpoint happened sometime during the late 1970s to early 1980s (Table 2).  Though 
some of the breakpoints are not statistically significant at the 10 percent significance 
level, we still consider such breaks to be highly likely and thus incorporate them into our 
analysis.21  Interestingly, we fail to reject the null hypothesis of no breakpoint at the time 
of the 1997 financial crisis, which is commonly assumed to bring about a structural break 
in the inflation process.  As a result, our final model contains just two breakpoints.  We 
then proceed to create two dummy variables that equal to one during the periods after 
each of the two break dates and re-estimate our parameters.  However, we discover the 
coefficient in front of the second dummy to be insignificant, which effectively implies a 
reversion of the parameter to the value before the first break date.  This allows us to 
consider only one dummy variable that equals to one between the two break dates and 
equals to zero otherwise in our final estimation.    

                                                 
21 One possible explanation for not having found highly significant breakpoints for some of the CPI 
component series is the existence of administered prices.  For example, the prices of school uniforms (in the 
apparel and footwear series), medicine (in the medical and personal care series), tuition fees (in the 
recreation and education series), and cigarettes (in the tobacco and alcoholic beverages series) were 
controlled by the government and thus might not have fully reflected adjustments according to market 
mechanism. 

Table 2 Testing for shifts in intercept at unknown break date  
in aggregate inflation and its disaggregated components 

1/ Determined by the Quandt-Andrews test for individual series.  * and ** denote significance at 
10 and 5 percent, respectively.  Rejection of the null hypothesis implies that there is a break point 
at the specified date.

1982Q31970Q3 *Tobacco and alcoholic beverages

1982Q31970Q3 *Recreation and education

1981Q2 **1970Q3 **Transportation and communication

1980Q11971Q1 *Medical and personal care

1982Q1 **1973Q1 **Housing and furnishing

1980Q21972Q2 *Apparel and footwear

1980Q3 **1969Q4 **Food and beverages

1983Q4 **1970Q1 *Headline

Second break date1/First break date1/Items
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It can be seen from Tables 3 and 4 that once we allow for a break in the intercept 
of the process as mentioned above, the estimated degree of persistence was somewhat 
lower in every inflation series and in both model specifications.  Moreover, in most cases 
once we introduce both the intercept and slope breaks into the equations, the estimated 
persistence parameter became even smaller than in the case with only an intercept shift.  

 

One important point can be inferred from the results above.  The similar dating in 
breaks across components of the CPI was likely a result of a common factor. Our 
preliminary hunch is that it was some kind of a demand pulled force rather than a supply 
shock, given our findings in Part 2 that shocks during the 1970s until the early 1980s, 
whether from oil or farm prices, were only short-lived and thus their direct impact on 
inflation should have been temporary, inducing no across-the-board change in the 

Table 3 Estimates of persistence in aggregate inflation and its disaggregated 
components from the AR(1) specification 

* and ** denote significance at 10 and 5 percent, respectively

0.20 **0.20 *0.21 **Tobacco and alcoholic beverages

0.54 **0.43 **0.55 **Recreation and education

0.20 **0.30 **0.40 *Transportation and communication

0.40 **0.50 **0.56 **Medical and personal care

0.45 **0.49 **0.67 *Housing and furnishing

0.67 **0.69 **0.79 **Apparel and footwear

0.37 **0.59 **0.63 **Food and beverages

0.50 **0.69 **0.74 **Headline

Two breaksTwo breaks

Both intercept shift 
and slope change

Only intercept shiftPersistence 
parameter

Items

 

Table 4 Estimates of persistence in aggregate inflation and its disaggregated 
components from the AR(4) specification 

* and ** denote significance at 10 and 5 percent, respectively

0.19 **0.210.24 *Tobacco and alcoholic beverages

0.54 **0.47 **0.64 **Recreation and education

0.21 *0.24 **0.43 **Transportation and communication

0.60 **0.56 **0.64 **Medical and personal care

0.45 **0.53 **0.76 **Housing and furnishing

0.71 **0.69 **0.79 **Apparel and footwear

0.41 **0.62 **0.67 **Food and beverages

0.49 **0.65 **0.73 **Headline

Two breaksTwo breaks

Both intercept shift 
and slope change

Only intercept shiftPersistence 
parameter

Items
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persistence parameter.  We will return to this point in Part 4.  To clearly see the direction 
of the impact of such factor on the inflation process during that period, Table 5 reports the 
intercept (µ ) and the slope (ρ ) values in front of the break period dummies.  From that 
we learn that there was a significant upward shift in either the intercept term (µ ) or the 
persistent parameter (ρ ) of the CPI and each of its disaggregated series.  Two important 
implications can be drawn from this: (1) both the intercept and the persistence parameter 
of the inflation process were not constant overtime, and (2) both the intercept and the 
persistence parameter in the aggregate CPI and its components were larger during the 
break period (1970-1980) than in other periods. These issues are investigated further in 
the next section where we attempt to model inflation as a time-varying process to filter 
out the changing trend inflation and inflation persistence over time. 

3.2 An unobserved components (UC) model of the inflation process 

In this section, we would like to model the inflation path to better understand the 
evolution of inflation trend and persistence over time.  From the previous section, we 
learn that the inflation process is likely to have a time-varying mean (µt) and also a time-
varying autoregressive (AR) term.  This implies that instead of estimating a univariate 
unobserved components (UC) model where inflation is just the sum of a stochastic trend 
and a serially uncorrelated disturbance component like the one adopted by Stock and 
Watson (2002, 2005) for their study of U.S. inflation,   

ttt ητπ +=  with  ηt  being serially uncorrelated (0, ση
2) (7)   

ttt εττ += −1  with  εt  being serially uncorrelated (0, σε
2) (8) 

Cov(ηt, εt) = 0,   

 

Table 5 Intercept and slope values in front of the break period dummies  
obtained from the AR(1) and AR(4) specifications 

* and ** denote significance at 10 and 5 percent, respectively

-0.102.820.002.39Tobacco and alcoholic beverages

-0.204.14 **-0.184.02 **Recreation and education

0.096.52 **0.156.12 **Transportation and communication

-0.132.97 *0.47 **0.41Medical and personal care

0.003.87 **0.063.42 **Housing and furnishing

-0.032.68 **0.032.58 **Apparel and footwear

0.32 **0.220.42**-0.25Food and beverages

0.21 **0.560.26 **0.24Headline

AR(4)AR(1)
Items

µ ρ µ ρ
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we need to augment the above representation with an autoregressive term, as follows:  

ttttt ηπρµπ ++= −1  with  ηt  being serially uncorrelated (0, ση
2) (9) 

ttt ζµµ += −1  with  ζt  being serially uncorrelated (0, σζ
2) (10) 

ttt νρρ += −1  with  νt  being serially uncorrelated (0, σν
2) (11) 

where ηt, ζt, and νt are mutually independent.  Here, πt is quarterly CPI inflation, 
seasonally adjusted and written in annualized rate: πt = ln(CPIsat/CPIsat-1)*400.   
Equation (9) is the measurement equation, and equations (10) and (11) are the state 
equations for the unobserved mean of the inflation process and the autoregressive 
coefficient, respectively.  Note that in this setup inflation trend is given by 

)1/( ttt ρµτ −≅ .  Persistence, or how protracted the impact of a shock to the price level on 

inflation is, can be measured by ρt.   

The addition of an autoregressive term is supported by the significance of 
autocorrelations of ∆πt at lags greater than one.  To clarify this point, we note that the 
model which is characterized by (7) and (8) is well represented by an IMA(1,1) process: 

tt aB)1( θπ −=∆ ,  (12)  

where ta is serially uncorrelated with mean zero and variance 2
aσ .  It is then simple to see 

that the first-order autocorrelation of ∆πt is negative, while all other autocorrelations 
should be zero.  However, the latter is often not true for the inflation process in Thailand 
(see Table 6 below).  For example, should we separate the data since 1964 into five non-
overlapping periods of equal length22, we observe that higher autocorrelations are 
statistically significant for some periods, e.g. 1982Q3 – 1991Q2.  On the contrary, the UC 
model which is characterized by (9) – (11) is consistent with non-zero higher-order 
autocorrelations and thus seems to be a more appropriate representation of the inflation 
process in Thailand.      

In addition to time-varying mean and autoregressive term, we explore the 
possibility that volatility of the disturbance terms ση

2, σζ
2 and σν

2 may also change over 
time.  This is motivated by the observation that historically temporary disturbances, such 
as oil and farm price shocks, differed in size and in frequency over different periods of 
time.  Moreover, there were shifts in the monetary policy regime or priority that could 
lead to different degrees of commitment to the price stability objective over time.  Such 
shifts in monetary policy could cause varying degrees of change in inflation persistence, 
implying the possibility that σν

2 could change over time. 

                                                 
22  With the exception of the last period that is shorter than the others by 4 quarters. 
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We use rolling estimations of the UC model with an autoregressive term, as in (9) 
– (11), to determine the nature of ση

2, σζ
2 and σν

2.  Results23 are shown in Figure 13.  
(See Appendix B for a comparison with the UC model without an autoregressive term.) 
For σζ

2, or the variance of the disturbance term in the state equation for µt, we judge that 
it was fairly stable over time, and even though at certain dates, e.g. around the early 
1990s, the estimated variance seemed larger than at other periods, it had a large standard 
error.  Therefore, in the rest of the paper we impose no time variation on σζ

2.  On the 
contrary, the variations in ση

2 and σν
2 appeared more distinct.  In what follows we thus 

allow ση
2 and σν

2 to change over time (Figures 14 and 15) in accordance with the patterns 
suggested by Figure 13, except for ση

2 from the period of the financial crisis onwards, 
which is towards the end of our sample and therefore the Hodrick-Prescott (HP) trend 
approximation, even when adjusted for end points, is likely to be less reliable.  In 
particular, we impose a pattern that suggests greater volatility of temporary disturbances 
around 1997-1999 than that implied by the HP trend.  Afterwards, we let ση

2 stay fairly 
low until late 2004, before picking up in tandem with the volatility of oil prices.  This 
adjustment is justified by our understanding of the frequencies and sizes of temporary 
shocks, be it from extreme movements in the exchange rate in 1997-1999 or from the 
recent pickup in the volatility of oil prices as discussed in Part 2.  

                                                 
23 Results in Figure 13 use a prior of 1.0 for all three variances.  Implications on the time-varying nature of 
the variances are robust to changes in the prior.  

Table 6: Autocorrelations of ∆π∆π∆π∆πt 

 1964Q3 
– 2008Q2 

1964Q3 
 – 1973Q2 

1973Q3 
 – 1982Q2 

1982Q3 
 – 1991Q2 

1991Q3 
 – 2000Q2 

2000Q3 
 – 2008Q2 

Global 
environment 

Whole  
sample 

Pre-oil  
shocks 

Oil shocks and 
lax monetary 

policy 

The Great 
Stabilization  

The Great 
Moderation  

Concurrent 
rises in oil and 

farm prices 

No. obs. 176 36 36 36 36 32 

Autocorrelation of ∆πt at lag: 

1 -0.182** 
(0.015) 

-0.403** 
(0.012) 

-0.008 
(0.961) 

-0.509** 
(0.001) 

-0.155 
(0.334) 

-0.307 
(0.069) 

2 -0.064** 
(0.036) 

0.179** 
(0.022) 

-0.226 
(0.358) 

0.063** 
(0.006) 

-0.020 
(0.621) 

0.008 
(0.191) 

3 0.035* 
(0.075) 

0.036 * 
(0.053) 

0.031 
(0.553) 

0.112** 
(0.013) 

0.000 
(0.813) 

-0.012 
(0.345) 

4 -0.166** 
(0.018) 

-0.109* 
(0.085) 

-0.255 
(0.302) 

-0.304** 
(0.005) 

-0.291 
(0.335) 

0.074 
(0.473) 

* and ** denote significance at 10 and 5 percent, respectively. 
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Figure 13: σσσσηηηη
2, σσσσζζζζ

2 and σσσσνννν
2 from rolling estimations of different window sizes 
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After imposing the patterns of ση
2 

and σν
2 as discussed above, we estimate 

the UC model with an autoregressive term 
for the entire sample period, 1964Q3 – 
2008Q2.  Key results are presented in 
Figure 16, along with the results from an 
estimation without the time-varying 
variance feature for comparison.  As 
expected, time-varying variances allow µt 
and ρt to evolve more smoothly, as the 
variance terms now help absorb more of 
the short-term variation in inflation.    

 From Figure 16 below, it can be 
observed that inflation persistence was 
moderate in the 1960s, with ρt staying 
around 0.3 to 0.35.  It evidently picked up 
in the early 1970s, peaking around 1973 
with ρt nearly double the average value 
found for the 1960s.  Although ρt edged 

down slightly and averaged around 0.5 in 1975-1978, it soon went back up around the 
second oil shock at the turn of the decade.  Afterwards, ρt declined steadily, leveling off 
close to zero by 1985.  It remained very low until the mid 1990s, when it increased to 
around 0.3 and remained close to that until 2004.  Our estimates suggest that recently ρt 

went up further to around 0.45 to 0.5.  This could partly reflect the persistence of oil and 
farm prices in recent years, as discussed in the previous part.24 

                                                 
24 In our UC model, shocks to the inflation process are assumed to be serially uncorrelated.  Therefore, 
when shocks tend to be serially correlated as in the recent years, in contrast to the past, the persistence 

Figure 14: Two choices of imposed pattern of σσσσηηηη
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Figure 15:  Imposed pattern of σσσσνννν
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As for the mean of the inflation process, µt, it moved largely in line with actual 
inflation, except between 1973 and 1981 when ρt rose rather sharply, implying that 
during that period inflation was kept elevated not only from a higher mean of the inflation 
process but also from a stronger degree of inflation persistence.  These results broadly 
confirm our findings from 3.1.  In other words, even though shocks from oil prices were 
short-lived, their impact did not die down as rapidly as what we would have seen in the 
1960s.   

 
 The corresponding trend inflation (Figure 17) was low and fairly steady in the 
1960s, rose sharply in the early 1970s, and attained twin peaks around the time of the two 
oil shocks, between which it stayed somewhat elevated.  It fell markedly in the early 
1980s and stabilized at around 5 percent during the ten years leading up to the 1997 
financial crisis.  Despite higher actual CPI inflation in 1997 and 1998 as a result of the 

                                                                                                                                                  
parameter is likely to end up capturing such persistence of the shocks in addition to capturing the 
persistence of the inflation process. 

Figure 16: Estimated µµµµt and ρρρρt 
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substantial currency 
depreciation, our 
estimated trend inflation 
was not noticeably 
affected.  However, it 
declined around 2000 
and hovered slightly 
below 2 percent for a few 
years before starting to 
pick up steadily since 
2004. 

It should be noted 
that our patterns of trend 
inflation and inflation 
persistence between mid-
1960s and mid-1990s are 
similar to the patterns 
reported for the U.S. by 
Cogley, Primiceri and 

Sargent (2008).  This is not at all surprising given that a pegged exchange rate throughout 
that period was likely to transmit the Fed’s inflationary inclination to Thailand.  The 
patterns of the two countries broke down around 1997, with inflation persistence 
remaining stable in the U.S. but rising in Thailand.  The breakdown of the tight affiliation 
coincided with the abandonment of the U.S. dollar-dominated currency peg, offering yet 
another suggestion that monetary policy plays an important role in the determination of 
inflation persistence and, through that, of the inflation process.  The issue is further 
pursued in Part 4.    

So far, we have only concentrated our efforts on univariate inflation models 
without saying much about factors that govern the inflation process apart from the impact 
of various shocks.  In the next section, we hope to apply the New-Keynesian economic 
theory to our analysis of inflation dynamics.  Before moving forward, the final note to 
this section is that we could improve our estimation technique by using the unobserved 
components with stochastic volatility (UC-SV) model.   This would allow us to do away 
with the imposition of variance patterns.  Results from the UC-SV model could also be 
compared against our understanding of the nature of inflation disturbances over time.  We 
thus intend to explore the UC-SV model in the future as an extension of our current 
research work. 

3.3 Evidence from the hybrid New Keynesian Phillips curve (NKPC) 

3.3.1 Concept 

Next, we attempt to empirically measure the theoretical relationship between 
inflation, expected inflation, past inflation and some measure of overall real activity in the 
spirit of the hybrid NKPC, which has been popularized by Gali and Gertler (1999) and 
Gali et al. (2005).  We prefer this version of the NKPC because not only that it is 
grounded on microeconomic foundations, namely the theory of staggered price 
adjustments by forward looking firms and individuals à la Calvo (1983), it also captures 

Figure 17: Trend inflation 
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the reality that inflation tends to exhibit a certain degree of inertia since a subset of firms 
simply prefer to use a backward looking rule of thumb to set prices.25  

Let tπ  denote the inflation rate at time t  and lower-case trmc  the percentage 

deviation of firms’ real marginal cost from its steady state value.  While traditional 
empirical work on the Phillips curve often use some output gap measure as an indicator of 
real economic activity, the micro-economic based NKPC argues for the use of real 
marginal cost as a relevant measure given that (1) firms mark up price over marginal 
costs and (2) it directly accounts for the impact of productivity gains on inflation.  To see 
the relationship between real marginal cost and the output gap, however, one ought to 
think about the concept of demand pulled inflationary pressure where the degree of such 
pressure is determined by the degree of resource utilization in the economy.  In the short 
run where capital is fixed, an increase in demand signified by a positive output gap (i.e. 
level of actual output is above potential output) will exert pressure on resources and cause 
real marginal cost to rise above its steady state level.  Thus, we choose to employ real 
marginal cost as our measure of overall real activity, though as a robustness check other 
possible candidates including the output gap and the capacity utilization rate will also be 
used.  A reduced form inflation equation can be written as: 

 ttttt rmcE λπωπωπ ++= −+ 1211 )(  (13) 

Iterating equation (13) forward yields: 

 12
0

1 }{ −+

∞

=

+= ∑ tktt
k

k
t rmcE πωωλπ  (14) 

The interpretation of equation (14) is quite intuitive. Given that firms (a) set price 
as a mark up over marginal costs, (b) cannot adjust price every period, and (c) make 
decisions based on both the expectation of future outcomes and historical experiences, 
their pricing decision hinges on both expected real marginal costs (infinitely into the 
future) as well as past information.  As a result, one can see that firms’ anticipation of 
future directions of oil and farm prices described in Part 2 will have relevant implications 
on the shaping of inflation dynamics, going forward. 

Estimation of the parameters 1ω , 2ω and λ  will allow us to answer three 
questions of interest: 

1. Does expectation play a role in governing the inflation process?  If so, by how 
much? 

2. How persistent is inflation in Thailand?  Here the degree of persistence is 
governed by how backward looking firms are in their price setting behaviour.  

3. How much is the impact of overall real activity on inflation? 

To avoid potential problems associating with simultaneity, we employ the 
Generalized Method of Moments (GMM) estimation procedure in our analysis.   

                                                 
25 More details can be found in Gali and Gertler (1999). 
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3.3.2 The relationship between real marginal cost and the labour share 

Before we proceed to the empirical estimation, it is worthwhile to say a few words 
about how we obtain a measure of real marginal cost.  For simplicity, we follow the 
approach taken by Gali and Gertler (1999), which is based on the assumption of a Cobb-
Douglas (CD) technology: 

 nk
tttt NKAY αα=  (15) 

where 1=+ nk αα ; 0, >nk αα ; Yt = real output; At = exogenous productivity index; Kt = 

capital and Nt = labour, all at time t.  Assuming that capital is fixed, real marginal cost 
can be approximated by the ratio of the real wage rate to the marginal product of labour, 
i.e. ))//(1(*/ ttttt NYPWRMC ∂∂= .  Differentiating and rearranging equation (15) give 

ttntt NYNY // α=∂∂ , which when substituted into the RMC expression yields 

ntttnttt SYPNWRMC αα // == , where St denotes the labour income share at time t.  

Given the proportionality between RMCt and St, we can approximate real marginal cost 
by the labour income share, where the percentage deviations from their respective steady 
state values are given by the lower-case variables: 

 tt srmc = . (16) 

In the existing NKPC literatures, it is a standard practice to calculate the labour 
income share of only the non-farm business sector.  Due to revisions in the concept and 
definition of Thailand’s labour force survey in 200126, we feel that it may not be entirely 
appropriate to merge the non-farm business series before and after the change.  However, 
since the labour income series for the manufacturing business sector are comparable 
before and after the change, we proceed to merge them to calculate the labour income 
share in the manufacturing sector, instead.  This approximation also helps weed out the 
impact of the government sector in our calculation of the labour income share given 
possible differences in productivity of the public and private sectors. 

Furthermore, given that Thailand is a small open economy, we feel that our 
measure of real marginal cost needs to be adjusted for the degree of openness.  According 
to Barkbu and Batini (2005) and Batini et al. (2005), openness can affect inflation 
through the relative price of inputs, which include imported content.  With imported 
inputs, in the short run – i.e. when capital is fixed – the cost of production can be written 
as a function of labour costs and of the imported input costs.  At the margin, this will be a 
function of the share of labour given above, the price of imported materials, firms’ 
demand for imported materials, and the elasticity of material input with respect to output.  
Since value added, Y , is already defined as the value of output minus the value of 
imported inputs, it simply follows that the real marginal cost in this setup depends on just 
the labour share and the relative price of imported materials to that of value added.27  
Thus, we proceed to adjust our measure of real marginal cost for the role of imports by 

                                                 
26 This includes the re-classification of non-farm business sectors into lower levels of disaggregation.  For 
more details, please refer to http://web.nso.go.th/eng/stat/lfs/lfse.htm. 
27 Under this setup, relative price shocks, e.g. oil price shocks, enter the inflation equation positively 
through real marginal cost.  The impact is not so clear cut when the output gap is employed as it affects 
output negatively.  As a result, when output gap is used, supply shocks are usually incorporated into the 
model as a separate variable. 
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adding to the log of real marginal cost, the log of import price relative to the GDP 
deflator, weighted by the volume of trade relative to output, i.e. a measure of degree of 
openness.28   

Although the import price variable should already incorporate the impact of rising 
world oil and farm prices, given our special interest on oil and farm prices, it may be 
useful to see their individual results separately.  Thus, we create two additional measures 
of adjusted marginal costs, one adjusted for the role of Dubai oil price and another for the 
role of non-fuel commodity prices.  As a result, we have altogether three measures of 
adjusted real marginal cost, namely import-adjusted, oil-adjusted, and non-oil adjusted 
real marginal costs. 

3.3.3 Data and model specification 

Real marginal cost measured as a percentage deviation from its steady state level, 
which is approximated by its sample mean (the approach normally employed in the 
existing literatures) is not a stationary process.  We have two options: (a) express the 
series in its first difference29 or (b) allow for a time-varying steady state approximated 
using a Hodrick-Prescott (HP) filter.  For the sake of robustness, we decide to employ 
both methods.  Other real activity variables used in the estimation include the popular HP 
trend output gap and the capacity utilization rate.30 

Concerning our measures of inflation expectation, we employ two alternatives.  In 
the first case, we employ the method used by Orphanides and Williams (2003) and 
estimate an inflation expectation series of the form: 

 πααππ )1()( 1 −+=+ tttE  (17) 

where expected inflation is assumed to be governed by this period’s inflation and also 
some sort of anchor, for example the inflation target. 

                                                 
28 We choose to weight the relative price of import to GDP deflator by trade share rather than by import 
share on the grounds that there exists competition between domestic-oriented and export-oriented firms for 
imported resources. 
29 Although the traditional way of expressing activity gap variables is in their levels, arguments for the 
relevance of changes in activity gap variables to inflation can also be found in the existing literatures.  See 
Mehra (2004) for more information on this. 
30 Our CAPU series as a percentage deviation from its sample mean is also a non-stationary process.  As a 
result, we proceed to adjust the series in the same manner as our real marginal cost. 
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To see whether this approximation mimics the true expectation formation process 
in Thailand, we plot actual 
inflation against two series 
of 1-year-ahead inflation 
expectation.  The first series 
is constructed from 1-year-
ahead Consensus inflation 
forecasts.  The second 
series is obtained from the 
Bank of Thailand’s 
Business Sentiment Index 
(BSI) survey where 
businesses are asked to give 
their estimates of inflation 1 
year from today. 31  (Figure 
18) Unfortunately, both 
series do not extend very 
far back, with the 
Consensus series going 
back to 2004Q1 and the 
BSI series going back only 

to January 2007.  Nevertheless, graphical examination of both series reveals the following 
messages.  From the Consensus series, it can be observed that the inflation expectation 
path exhibits both an adaptive element, i.e. following current inflation quite closely, but is 
generally flatter, suggesting some degree of expectation anchoring.    This anchoring in 
inflation expectation is also broadly reflected from the shorter BSI series where inflation 
expectation of businesses is rather stable except during the most recent months.  From 
this, one clear theme emerges – embedded within Thailand’s inflation expectation 
formation process are both the element of backward lookingness and an inflation anchor.  
Thus, we assess that it is quite likely that the above approximation of inflation 
expectation will, to some extent, be valid for Thailand.  Ordinary Least Square estimation 
of equation (17) using quarterly data from 1993Q1 to 2008Q1 yields: 

πππ 40.060.0)( 1 +=+ tttE , (18) 

where π is assumed to be the average annualized headline inflation rate during 1993Q1 – 
2008Q1 of 3.6 percent. 32 

In the second case, we assume that inflation expectation is perfectly anchored in 
the long run and thus can be denoted by a constant equal to π above.33  Going forward, 
we would like to encourage researchers to employ observed series of inflation expectation 
in their future studies once longer series become available.  

                                                 
31 Shown also in Figure 18 is another measure of inflation expectation extracted from bond yield data.  
However, such measure is more applicable for the longer-run and thus not used in this analysis. 
32 Given that Thailand’s inflation target of 0-3.5 percent is for core inflation and not headline inflation, we 
assume that using the implied target mid-point of 1.75 percent may not be appropriate in this exercise.  
33 There is some evidence from Consensus inflation forecasts that in the long-run inflation expectation 
generally reverts to around 3 percent. 

Figure 18: Evidence of expectation formation in 
Thailand 
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Given the limitation on the availability of quarterly GDP, the sample period 
included in our estimation spans from 1993Q1 to 2008Q1. In cases of missing variables, 
as in the case of the labour force survey data due to some non-survey rounds, we resort to 
a simple linear interpolation technique.  Our list of instruments is in line with those of the 
existing literatures, including three lags each of expected inflation34, real marginal cost, 
HP-trend output gap, Dubai oil price, non-farm commodity price and wage inflation.  All 
variables are seasonally adjusted, stationary and expressed in the first difference of their 
logarithmic forms unless specified otherwise.   

3.3.4 Results from the NKPC 

Tables 7 and 8 present the results from our estimation of the NKPC for the two 
cases of inflation expectation formation process: (1) adaptive expectation with a 
perceived anchor and (2) constant inflation expectation.  For technical robustness, we 
employ both the Newey-West (1994) and Andrews (1991)-recommended kernel and 
band-width selection methods in our GMM estimations.  The results from Newey-West 
regressions are reported here and those from Andrews are reported in Appendix C. 

 
Table 7: Estimation of the NKPC under adaptive expectation with perceived anchor 

No. Choice of real marginal cost 
(RMC) 

ωωωω1 ωωωω2 λλλλ Adjusted 
R2 

Hansen-
J(1) 

1 PM adjusted RMC from mean  0.46 **  0.58 **  0.08 ** 0.27 0.86 

2 PM adjusted RMC from HP trend  0.42 **  0.61 **  -0.00 0.31 0.87 

3 NONF adjusted RMC from mean  0.15 **  0.70 **  0.06 ** 0.31 0.88 

4 NONF adjusted RMC from HP trend  0.27 **  0.67 **  -0.03 ** 0.19 0.89 

5 Dubai adjusted RMC from mean  0.17 **  0.81 **  0.02 ** 0.42 0.92 

6 Dubai adjusted RMC from HP trend  0.36 **  0.69 **  0.01 0.35 0.88 

7 HP output gap  0.43 **  0.59 **  0.05 ** 0.36 0.83 

8 CAPU from mean  0.16 *  0.82  0.00 0.28 0.78 

9 CAPU from HP trend  0.26 **  0.85 ** 0.00** 0.19 0.87 

* and ** denote significance at 10 and 5 percent, respectively;  (1) displays the p-values for the Hansen J-statistic test of over-
identification where acceptance of the null hypothesis indicates that the equation is over-identified; list of instruments include 3 lags 
of HP trend output gap, marginal cost, Dubai oil price, non-fuel commodity price, wage and expected inflation.  All variables are in 
log-difference except those calculated as the percentage deviation from the HP trend; PM, NONF and CAPU stand for import price, 
non-fuel commodity price, and capacity utilization rate, respectively. 

 

                                                 
34 However, when a constant inflation expectation is assumed, only the second and third lags of inflation are 
included in the instruments to ensure correctness of model specification.  



 

 32 

 
Table 8: Estimation of the NKPC under constant inflation expectation 

No. Choice of real marginal cost  
(RMC) 

ωωωω1 ωωωω2 λλλλ Adjusted 
R2 

Hansen-
J(1) 

1 PM adjusted RMC from mean  0.37 **  0.68 **  0.08 ** 0.25 0.72 

2 PM adjusted RMC from HP trend  0.43 **  0.58 **  -0.00 0.31 0.74 

3 NONF adjusted RMC from mean  0.16 **  0.77 **  0.02 0.35 0.73 

4 NONF adjusted RMC from HP trend  0.49 **  0.36 **  -0.03 ** 0.04 0.79 

5 Dubai adjusted RMC from mean  0.14 **  0.80 **  0.02 ** 0.40 0.82 

6 Dubai adjusted RMC from HP trend  0.32 **  0.71 **  0.00 0.33 0.80 

7 HP output gap  0.39 **  0.69 **  0.06 ** 0.32 0.72 

8 CAPU from mean  0.10  0.96 **  0.00 0.15 0.82 

9 CAPU from HP trend  0.12 *  0.88 **  0.00 ** 0.26 0.84 

* and ** denote significance at 10 and 5 percent, respectively; (1) displays the p-values for the Hansen J-statistic test of over-
identification where acceptance of the null hypothesis indicates that the equation is over-identified; list of instruments include 3 lags 
of HP trend output gap, marginal cost, Dubai oil price, non-fuel commodity price, wage and 2 lags of past inflation.  All variables are 
in log-difference except those calculated as the percentage deviation from the HP trend;  PM, NONF and CAPU stand for import 
price, non-fuel commodity price, and capacity utilization rate, respectively. 

From above, it can be observed that during 1993 - 2008, the effect of inflation 
expectation denoted by ω1 played an important role in determining inflation, though to a 
lesser extent compared to the purely backward looking rule of thumb behaviour.  In other 
words, we could say that firms in the Thai economy exhibited some degree of expectation 
induced price setting behaviour.  Nevertheless, our inflation process remained governed 
to a larger extent by past information, i.e. backward lookingness.  Recall that in the 
previous sections, inflation persistence or ρ decreased during the 1980s until around the 
mid 1990s (while rising again during the most recent periods), unfortunately due to the 
short GDP, CAPU and employment series, we are not able to use this multivariate method 
to confirm such findings.  It is interesting to note that even though we do not restrict the 
sum of ω1 and ω2 to equal to one, i.e. the superneutrality assumption, the estimated 
coefficient values generally 
sum to one anyway.   

Real marginal cost 
and other activity gap 
measures are found to be 
only marginally significant 
determinants of current 
inflation.  This result may 
surprise some, but it is 
actually consistent with 
international findings.  
Figure 19 summarizes a 
collection of international 
findings on the size of λ.  
Popular explanations that 
have been cited in the 
literatures, e.g. by Borio 

Figure 19: Evidence on the size of λλλλ 
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and Filardo (2007) and White (2008), include the impact of globalization that has affected 
domestic inflation through a flattening of the Phillips curve since the early 1990s.  This 
amounts to a reduction in the second round effect as a result of downward pressures on 
inflation from foreign competition.  In our attempt to measure the impact of globalization, 
we introduce an interactive dummy variable for globalization, globeD , which takes the 

value of one between 2000Q1 to 2008Q1 and zero otherwise. 

Although, it is very difficult to justify the beginning of globalization, we choose 
2000Q1 as the beginning of a structural shift in global trade for three important reasons.  
First, 2000 marked the year of a significant increase in global merchandise trade.  
According to the World Trade Organization (WTO)’s International Trade Statistics 2001, 
total merchandise trade 
increased by 12 percent – 
almost matching the 
highest annual growth rate 
over the previous five 
decades (Figure 20).  
Secondly, also from Figure 
20, there seemed to be a 
shift in the degree of 
Thailand’s openness to 
foreign trade, measured by 
the share of trade to GDP, 
around that time.35  
Finally, introducing globeD  

in 2000 would allow for 
the coverage of China’s 
preparatory period prior to 
its accession to the WTO 
in December 2001. 

The introduction of globeD  yields: 

ttglobettttt rmcDrmcE ,211211 )( λλπωπωπ +++= −+  (19) 

Estimation of equation (19) reveals some evidence of the impact of globalization as 2λ  is 
found to be negative and significant at the five percent significance level.  That is, there 
was a reduction in the slope of the NKPC under the period 2000Q1-2008Q1, which 
worked to limit the second round effect of demand pressure from rising resource 
utilization.  Interestingly, the size of 2λ  is found to be more or less equal to that of 1λ , 
suggesting that globalization may have (almost) completely limited the impact of 
demand-pulled pressure on Thai inflation in this period. (see Appendix D for estimates 
and tests of equality)  However, this must be considered together with the fact that supply 
shocks that entered real marginal cost directly through our adjustment for imports were 
also rather benign for most of the period investigated.  As global demand began to exert 
pressure on resources and play a more important role in dictating the future of commodity 

                                                 
35 By regressing the share of trade to GDP on its own lag and a constant, we find that a Chow test for break 
point at 2000Q1 rejects the null hypothesis of coefficient stability at that point. 

Figure 20: Global trade and Thailand’s openness 
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prices such as oil and farm prices discussed in Part 2, we must be mindful that the 
favourable impact of globalization in the past may diminish, going forward.  In other 
words, the on-going changes could potentially raise the size of λ  through economic 
agents’ expectations of a persistent acceleration in real marginal cost, especially once 
recoveries in global growth as well as our own domestic demand take place. 

For Thailand, an 
additional factor 
underpinning the small 
magnitude of λ may be 
domestic price administration 
measures, which in effect 
distorted the pass-through of 
costs to retail prices, as 
mentioned by Buddhari and 
Chensawasdijai (2003) and 
Chantanahom et al. (2004).  
We also attempt to capture 
the effect of price 
administration in our hybrid 
NKPC but find it to be 
insignificant.  Nevertheless, 
we can still see the impact of 
price administration by 
observing the relationship 
between general inflation and administered goods’ inflation in Figure 21.  

In summary, one key message emerges from our analysis of the hybrid NKPC, 
that is, to a certain extent, inflation expectation played a role in shaping Thailand’s 
inflation dynamics during 1993Q1 – 2008Q1.  Such findings are in accordance with the 
spirit of the NKPC and also in support of the role of monetary policy.  Our tests of 
robustness are presented in Appendix E.   

Overall, Part 3 reveals several key important messages regarding the dynamics of 
Thai inflation.  In particular, we find evidence to suggest that the parameters governing 
our inflation process were time-varying in nature and closely mimicked important events 
and/or shocks experienced in the past.  However, these events and/or shocks could not 
fully account for all the changes observed.  This suggests that a more common factor, 
likely to be demand driven (or closely associated with it – e.g. monetary policy), might 
have been at play.  Moreover, in an attempt to explore the appropriateness of the New 
Keynesian economic theory in explaining Thailand’s inflation process, we find that 
inflation expectation was a significant factor that governed the inflation process.  
Together, these findings lend support to the role of monetary policy, which sets forth our 
analysis in the next part. 

Figure 21: Administered goods’ inflation 
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4.  Monetary policy and the evolving inflation process 

In the previous part, we establish that changes in the inflation process of the CPI 
and its components came around the same time, suggesting that the breaks in the process 
were not driven by some sector-specific factor.  In other words, we should look for a 
factor that would have a pervasive impact on the price-setting behaviour of the entire 
economy.  In addition, the degree of inflation persistence in Thailand coincided with the 
patterns observed in the U.S. during the time when we were under the U.S. dollar-
dominated exchange rate peg.  The resemblance ended around 1997, when Thailand 
abandoned the exchange rate peg and her monetary policy no longer had to follow that of 
the U.S. 

These two important observations, along with the theoretical suggestion that 
monetary policy should play an important role in steering inflation expectation and thus 
the inflation process, lead us to investigate further the evidence to support the proposition 
that changes in the inflation process, especially inflation persistence, were the result of 
shifts in monetary policy. 

4.1 Approximations of the monetary policy stance  

In order to do so, we look for periods when the monetary policy stance was likely 
to differ substantially from those implied by standard policy rules, such as the Taylor rule 
and the optimal policy rule as suggested by Ball (1998) for an open economy, and see 
whether or not the degree of inflation persistence tended to change following sustained 
deviations from the rules.  In particular, we expect to see a rise (fall) in inflation 
persistence when monetary policy was too accommodative (restrictive) compared to the 
stance suggested by the rules.  The approach follows the spirit of Cecchetti et al. (2007). 

4.1.1  Simple monetary policy rules 

We begin with the construction of a number of simple rules or benchmarks, 
against which actual interest rate or monetary conditions will subsequently be compared.  
Three types of rules/benchmarks are considered, as follows: 

(1) Taylor rule , which defines optimal policy interest rate as the one that minimizes a 
weighted sum of the output gap and inflation deviation from its target rate.  The 
rule takes the following form: 

  tttt yci 5.0*)(5.0 +−++= πππ  (20) 

 where it is the interest rate at time t, πt is the inflation rate, π* is target inflation, yt 
is the output gap, and the constant term, c, is taken to be the level of the long-run 
equilibrium real interest rate.  Here we keep the original weights of 0.5 and 0.5 in 
front of the inflation deviation and the output gap terms, respectively.  The formal 
derivation of the Taylor rule can be found in Svensson (1996). 

(2) Optimal policy rule for an open economy, which recognizes the importance of 
the exchange rate channel and modifies the Taylor rule above to explicitly 
incorporate the exchange rate, as follows:  

  ttttt yecer βγππαωω ++−+=−+ − ]*)[()1( 1  (21) 
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 where c is a constant term that depends in part on the long-run equilibrium real 
interest rate, et is the real exchange rate at time t (with a higher value suggesting a 
stronger domestic currency), ω governs the relative importance of real interest rate 
and real exchange rate, and γ captures the impact of the exchange rate appreciation 
on inflation through import prices.  The left-hand side is the prevailing monetary 
conditions that should be equated to the right-hand side to attain the optimal level. 

 In what follows we adopt two choices of ω, namely 0.5 and 0.66, with the 
latter being consistent with the weight used by the Bank of Thailand in the 
construction of its regularly published monetary conditions index (MCI).  The 
value of 0.66 for ω suggests that the impact of a one percentage point increase in 
the real interest rate has about twice as large an impact as that of a one percentage 
increase in the real exchange rate, a relative magnitude that is by and large 
consistent with empirical results.  The values of α and β are set to equal to 0.5 and 
thus are consistent with the weights used in the Taylor rule discussed above.  We 
assume γ = 0.2, which implies that a one percent appreciation in the real exchange 
rate would directly reduce inflation by two tenths of a point.36  The value is 
comparable to the estimated share of imports in the CPI basket.  The addition of 
γet-1 to the right side of the rule filters out the transitory effects of exchange rate 
movements on inflation.  Ball (1997) interprets this modification as equivalent to 
the use of core or underlying inflation by central banks, which allows 
policymakers to concentrate on underlying inflation and ignoring transitory 
fluctuations like the ones arising from temporary exchange rate movements.  At 
the bottom line, this rule implies that the appropriate measure of the policy stance 
for an open economy is an MCI that is a weighted average of the real interest rate 
and the real exchange rate.37   

 Both optimal MCI and actual MCI38, which is just the left-hand side of 
(21), are normalized such that they average to 100 over 1979Q1-2008Q1.  That is 
to say, we take the view that on average actual monetary conditions were neutral, 
and thus deviations of actual MCI from optimal MCI over the long horizon 
averaged to zero. 

(3) A modified MCI , which extends the conventional MCI to include a quantity 
variable to capture the credit availability effect:  

  ttt
credit

tt yecger βγππαωωω ++−+=−+ − ]*)[( 1321  (22) 

 where ω1 + ω2 - ω3 = 1, and gcredit is real credit growth.  This modification is 
intended to allow for the impact of financial market liberalization over time, e.g. 
the introduction of BIBFs in the late 1980s that led to large foreign capital inflows 
and credit boom in the early 1990s.  In what follows we explore two sets of (ω1, 

                                                 
36 In the model setup in Ball (1997), γ enters into the open-economy Phillips curve as follows:  
πt = πt-1 + α yt-1 – γ(et-1 – et-2) + ηt, where η is the disturbance term.  The change in the real exchange rate 
affects inflation indirectly via the output gap and also directly through import prices. 
37 This, however, does not necessarily lead to the conclusion that the MCI should be used as the policy 
target.  See Freedman (2000) and Hong Kong Monetary Authority (2000) for discussions of the limitations 
of the MCI in policy implementation.  
38 Actual (standard) MCI  =  ω rt  +  (1 – ω) et.     
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ω2, ω3), namely (0.6, 0.6, 0.2) and (0.8, 0.4, 0.2)39.  The conclusions are robust to 
a reasonable variation of the choice of weights.  Like the standard MCI discussed 
above, the modified MCI40 is normalized so that the long-run average equals 100. 

As all the rules/benchmarks use the interest rate as a measure of the monetary 
policy stance, whether alone or in conjunction with other financial variables, we need an 
interest rate variable that has the following properties: (1) it serves as the policy interest 
rate or at least is closely linked to the interest rate controlled by the central bank, and (2) 
quarterly data are available back to the 1960s so that we could construct a fairly good 
measure of the monetary policy stance back to that period.  The best candidate in view of 
the two criteria is the interbank rate. 

Another important information is the real exchange rate.  Here we use the real 
effective exchange rate index (REER), with direct trade weights based on the trade 
structure over 1995-1997 to construct the index from 1979 to 1994, and with direct and 

indirect (third-market) trade 
weights based on the trade 
structure in 2002 to construct the 
index from 1995 onwards.  The 
choice of weights reflects the 
evolution of the REER 
construction adopted by the 
Bank of Thailand, with the 
weights broadened to incorporate 
competition in third markets as 
globalization intensified.  Figure 
22 suggests, however, that the 
choice of weights is unlikely to 
matter significantly to our 
calculation of the monetary 
policy stance as the indices using 
different sets of weights still 
moved in line with each other.  

The variable that is far more difficult to obtain is the quarterly output gap for the 
years preceding the mid-1990s.  That is because the quarterly GDP data are available 
back to only 1993, while other variables that could help indicate the intensity of resource 
utilization in the economy, such as the capacity utilization rate (CAPU) and 
unemployment rate, fare no better.  We thus resort to the use of real bank credits, letting 
the deviation of real bank credit from its Hodrick-Prescott (HP) trend41 approximate the 

                                                 
39 Also referred to as (3, 3, 1) and (4, 2, 1), respectively. 
40 Actual (modified) MCI is represented by the left-hand side of (22), ω1 rt  +  ω2 et  -  ω3 g

credit
t. 

41 The HP trend is known to be more sensitive at end points where data available for the approximation are 
limited.  In our estimate of the output gap, whether using GDP or real credit data, the gap in the most recent 
period is slightly above zero, suggesting that the economy is operating close to potential.  While this may 
differ from the views of many people, we judge from circumstantial evidence that it is plausible.  In 
particular, the capacity utilization rate is high, and the unemployment rate is extremely low, both indicating 
a high degree of resource utilization at present.  In other words, potential growth of the Thai economy may 
be lower than many hoped for, and there are a couple of reasons in support of this view.  First, higher oil 
price is likely to dent the growth potential of an economy like Thailand where energy efficiency is low by 
international comparison.  Second, despite a fairly high rate of capacity utilization, the ratio of investment 

Figure 22:  REERs with different weights 
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output gap or the deviation of GDP from its trend.  Obviously, our choice is not ideal, for 
it is possible that real activities and credit expansion may not move in synchronization at 
all times.  For example, real activities plunged abruptly in the wake of the 1997 financial 
crisis, but bank credits took some time to adjust.  However, the event in 1997 was a shock 
of exceptional magnitude to the economy, so the discrepancy between the real credit 
cycle and GDP cycle is expected to be much smaller under normal circumstances. 

4.1.2  Deviations from monetary policy rules and benchmarks 

Figure 23 (top row) illustrates that, from 1993 to the present, deviations from the 
Taylor rule do not differ much whether GDP or real bank credits are used to approximate 
the output gap, except during 1997-1999 as expected from the discussion above.  Here we 
may vary the parameters in the Taylor rule.  For instance, Taylor rule 1 assigns c = 2.25 
and π* = 3, while Taylor rule 2 assigns c = 3.25 and π* = 5.  The value of 2.25 to 3.25 for 
the term that is meant to be the long-run equilibrium real interest rate is broadly consistent 
with the long-term average value of real interbank rate of approximately 3.15 percent over 
the past forty years.  The value of 3 for the inflation target is close to the average headline 
inflation rate since 2000 and is also consistent with the Bank of Thailand’s current core 
inflation target range of 0-3.5 percent, while the value of 5 for the inflation target is close 
to the average value of quarterly inflation over the past forty years and thus may better 
represent the policy target for the period of interest as a whole.  The combination of 
parameters in each rule also leads to the average deviation from rule of roughly zero and 
is thus consistent with our view that in the long-term monetary policy is neutral on 
average.  Note, however, that by invoking the assumption of zero average deviation from 
rule over time, Taylor rules 1 and 2 are a transformation of each other, and thus deviations 
from the two rules are the same.  Variation of the parameter values within reasonable 
bounds, not necessarily forcing the average deviations over time to equal zero, does not 
suggest significant differences in the estimates of the monetary policy stance.  

The monetary policy stance is calculated as the difference between the rate 
implied by the Taylor rule in (20) and actual interest rate, or in the case of the MCI as the 
difference between that implied by (21) or (22) and actual MCI.  When actual interest rate 
or actual MCI is above the level suggested by the rule/benchmark (deviation is -), the 
monetary policy stance or monetary conditions are likely to be restrictive.  Likewise, 
when actual interest rate or actual MCI falls below the level suggested by the 
rule/benchmark (deviation is +), the monetary policy stance or monetary conditions are 
likely to be accommodative.  Figure 23 shows deviations from the rule/benchmark in 
various cases.  While the top figures apply to the (equivalent) Taylor rules discussed 
earlier, the bottom figures apply to the MCI42 while setting π* = 5, with the left using a 
combination of the real interest rate and the real exchange rate and the right incorporating 
real credit growth into the monetary conditions measure.  

 

 

                                                                                                                                                  
to GDP has been consistently low for the past several years, implying limited capacity expansion that is 
crucial for the maintenance of growth potential. 
42 For the standard MCI, the relative weights of 1:1 and 2:1 correspond to the cases of ω = 0.5 and  
ω = 0.66, respectively.  For the modified MCI, as said before, the relative weights of 3:3:1 and 4:2:1 
correspond to the cases with (ω1, ω2, ω3) equal to (0.6, 0.6, 0.2) and (0.8, 0.4, 0.2), respectively.   
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We do not attempt to suggest which indicator is best in gauging Thailand’s 
monetary policy stance or monetary conditions at each point in time.  After all, suitability 
may change over time, depending on the degree of market liberalization and policy 
regime.  However, no matter which is used, monetary policy is suggested to be highly 
accommodative on average in the 1970s and quite restrictive in the 1980s.  Table 9  
provides a summary of the average deviations from rules/benchmarks at different periods.  
It could be seen that large and positive deviations, consistent with a highly 
accommodative monetary stance, prevailed around 1973Q1-1980Q4.  The stance reversed 
to restrictive in the 1980s, as indicated by large and negative deviations.  

Implications on the monetary policy stance or monetary conditions vary slightly 
from the 1990 onwards, and Figure 24 clearly points it out.  The differences emerge from 
two key factors, namely the financial liberalization with the introduction of BIBFs around 
1989 and the 1997 financial crisis that saw a sharp depreciation of the exchange rate as 
well as severe credit conditions as a result of extreme risk aversion in the subsequent 
period. 

 

Figure 23: Deviations from various policy rules/benchmarks  
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Without taking into account the financial liberalization, both the Taylor rule and 
standard MCI suggest that the policy stance was generally neutral during 1990-1996, with 
deviations being small in absolute value compared to other periods (see also Table 9).  
The Taylor rule indicates that monetary policy continued to be neutral up to early 2003, 
before turning accommodative from late 2003 onwards and remaining fairly 
accommodative in 2008Q1, though less so than the average stance in the 1970s.  The 
MCI, however, suggests 
that monetary conditions 
since 1997 were more lax 
than that implied by the 
Taylor rule, which 
considers only the real 
interest rate, as 
meanwhile the real 
exchange rate stayed 
weaker compared to the 
period before the crisis.  
Nonetheless, like the 
Taylor rule, the standard 
MCI indicates that 
monetary conditions 
became somewhat more 
accommodative around 
2003.   

When financial liberalization is accounted for, monetary conditions were implied 
to be looser than that suggested by the Taylor rule and standard MCI.  In particular, 
between the onset of the 1989 financial liberalization and the 1997 financial crisis, 
monetary conditions were likely to ease as foreign capital flows flooded in and supported 
a strong credit boom.  The stance during this period was nonetheless closest to neutral 
compared to other periods between 1979 and 2008.  From 1997 onwards, tightened credit 
conditions offset part of the real exchange rate depreciation.  Thus, when compared to the 

Table 9 Average deviations from rules/benchmarks at different periods 

 1965.1 – 
1972.4 

1973.1 – 
1980.4 

1981.1 – 
1989.4 

1990.1 – 
1996.4 

1997.1 – 
1999.4 

2000.1 – 
2003.4 

2004.1 – 
2008.1 

Real  
interbank rate 2.771 -0.212 7.728 4.366 6.074 0.327 -0.960 

Deviations from rule/benchmark, using real credit cycle to approximate the output gap 

Taylor rule -0.601 6.833 -5.785 -0.830 -0.659 -1.104 4.187 

Standard MCI, 
ω = 0.5, π* = 5 na na -12.005 -0.290 8.593 9.493 12.042 

Standard MCI, 
ω = 0.66, π* = 5 na na -9.906 0.004 6.064 6.522 10.072 

Estimated degree of inflation persistence 

ρt, 
Estimate 1 0.423 0.604 0.203 0.137 0.313 0.255 0.379 

ρt,  
Estimate 2 0.367 0.5740 0.139 0.056 0.337 0.249 0.396 

 

Figure 24 Deviations from selected rules/benchmarks 
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period right before the financial crisis, monetary conditions stayed comparable rather than 
eased as suggested by the standard MCI.  However, the modified MCI suggests that 
overall monetary conditions became more accommodative after 2003, which is consistent 
with the implication drawn from both the Taylor rule and the standard MCI. 

Before we go on to the next section and compare changes in the inflation process 
against changes in the monetary policy stance, one important point should be highlighted.  
That is, the calculation of optimal monetary policy depends crucially on the accurate 
assessment of the output gap.  With the benefit of hindsight and data that were not 
available real-time to policymakers when they were contemplating their decisions, we 
recognize that it is highly plausible that our output gap estimates are different from what 
the policymakers assessed back then.  Thus, even though it looks as if monetary policy 
was overly accommodative from time to time, policymakers might not have intended for 
it to be so.  In particular, policymakers working with limited real-time information might 
judge that the economy’s output potential was higher and thus unknowingly 
accommodated the demand-side pressure.  This highlights the importance of an accurate 
real-time assessment of the output potential and output gap. 

4.2  The effect of monetary policy on inflation persistence 

As economic theory suggests that monetary policy should have an important role in 
steering inflation expectation and by doing so should affect the persistence of the inflation 
process that leads in turn to trend inflation, in this section we concentrate on establishing a 
linkage between the monetary policy stance and inflation persistence.  In Table 9 where we 
present average deviations from the monetary policy rules/benchmarks over different sub-
periods, it is evident that positive (negative) deviations, indicating accommodative 
(restrictive) monetary policy, tend to be associated with high (low) inflation persistence, ρt.  
Figure 25 provides a visual representation of the same relationship.  Overall, it is suggested 
that deviations from the simple policy rules/benchmarks during the 1970s and 1980s were 
very much consistent with the timing of the structural breaks in the inflation process found 
in Section 3.1 and the timing of the increases and declines in inflation persistence 
estimated from the UC model in Section 3.2.  Moreover, the fairly neutral policy stance 
during the first half of the 1990s was associated with the maintenance of low inflation 
persistence, and the more accommodative monetary policy stance in the recent few years 
seemed to be coinciding with some pickup in inflation persistence.  On the whole, from the 
Taylor rule’s point of view there is only one period, 1997-1999, where the rise in inflation 
persistence seemed at odd with the neutral policy stance.  However, the discrepancy can be 
reconciled when we look at the MCI.  When the weaker exchange rate was incorporated, 
the monetary policy stance was likely to be more accommodative than that suggested by 
the real interest rate alone, at least before credit conditions became restrictive.  This offers 
a preliminary confirmation that shifts in monetary policy should be responsible in part for 
changes in the inflation dynamics. 
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Next we look for econometric evidence in support of our argument.  In particular, 
we test for the significance of the relationship between ∆nρt or the change in ρt from its 
value n periods ago, and the average deviation from the policy rule/benchmark over the 
past n periods: 
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where δt-i denotes deviation from policy rule/benchmark at time t-i, and ut is the 
disturbance term.  A summation of deviations is used because prolonged, not temporary, 
deviations from policy rule/benchmark are expected to influence the inflation process.  It 
should be noted that although ρt has a unit root, its difference terms, ∆nρt with n>1, do not.  
Deviations from the Taylor rule and the optimal standard MCI are also stationary, so we 
could run regressions of ∆nρt on deviations from these rules/benchmarks.   However, 
deviation from the modified MCI is found to be non-stationary at the five percent 
significance level.  We therefore regress instead ∆nρt on ∆nδt, with ∆nδt that is positive 
(negative) denoting more accommodative (restrictive) monetary conditions compared to n 
periods ago: 

ttntn v+∆+=∆ δγγρ 10   (24) 

where vt is the disturbance term.  Significant and positive β1 and γ1 would then be 
consistent with the significant influence of shifts in monetary policy on inflation 
persistence.  Results are shown in Table 10 for n = 4 and 6.  The lags are chosen to be 
consistent with our understanding of the monetary policy transmission time lag. 

Additionally, as Part 2 presents evidence that oil and farm prices have become more 
persistent themselves in recent years, we expect that this factor may in part explain the 
contemporaneous rise in inflation persistence.43  Moreover, the government’s price 

                                                 
43 Recall that ρt is the filtered measure of inflation persistence from our UC model in Section 3.2.  In that 
setup, shocks to inflation or πt in equation (9) are assumed to be serially uncorrelated.  While the model is 
consistent with the nature of oil and farm price shocks in the past as demonstrated in Part 2, it may not 

Figure 25:  Inflation persistence and shifts in monetary policy  

-0.4

0.0

0.4

0.8

1.2

-20

-10

0

10

20

30

40

65 70 75 80 85 90 95 00 05

Filtered persistence 1
Filtered persistence 2
Taylor rule, credit gap (RHS)
Taylor rule, GDP gap (RHS)

-0.4

0.0

0.4

0.8

1.2

-60

-40

-20

0

20

40

60

65 70 75 80 85 90 95 00 05

Standard MCI, 1:1 (RHS)
Standard MCI, 2:1 (RHS)
Modified MCI, 3:3:1 (RHS)
Modified MCI, 4:2:1 (RHS)

 
Source: Authors’ calculations 

% points Index points 



 

 43 

administration measures have also become more stringent, which could in effect mitigate 
hikes in inflation but at the same time prolong the price adjustment process.  A clear 
example is the domestic oil price subsidy in 2004-2005.  While inflation in late 2004 was 
kept below what should be had domestic oil prices been allowed to reflect movements in 
the world market, Thailand’s inflation remained elevated in 2005Q3 – 2006Q3 due to the 
lift of the subsidy even though by that time pressure from global oil prices had already 
diminished.  In addition, in an attempt to further alleviate the burden of higher costs of 
living on consumers, the government stepped up its price administration measures of 
various necessary goods and services at the beginning of 2005.  These measures are still 
ongoing. Thus, price administration could also make the inflation process seem more 
persistent.  To capture these effects, we introduce an interactive dummy, D, to equations 
(23) and (24), respectively: 
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ttntntn vD +∆+∆+=∆ δγδγγρ 210 (26) 

where D takes the value of one since 2004Q1, and zero otherwise.  Significant and positive 
β2 and γ2 would then suggest that the rise in inflation persistence since 2004 was by more 
that the part that could normally be explained by shifts in monetary policy. 

Two important implications are evident from the results.  First, the coefficients 
which capture the effect of monetary policy on inflation persistence are always significant 
and positive.  In addition, variation in the policy rule/benchmark used does not affect this 
conclusion.  This is not surprising given that (a) differences in the implied monetary stance 
from the rules/benchmarks used are not that significant and (b) the rules/benchmarks 
capture similarly all major movements in monetary policy, namely the first break around 
1970, the second break around 1980, the fairly neutral stance in the 1990s, and the more 
accommodative trend since late 2003.  Second, a plausible break in the relationship 
between monetary policy and inflation persistence around late 2003 or early 2004 is not 
statistically significant.   

The latter point is significant to us in yet another way.  In the previous section, we 
raise the issue of output gap estimation, mentioning in particular that the HP trend which is 
used to estimate the output gap may be less reliable at end points and thus our estimates of 
the output gap for the most recent years could be inaccurate.  Equations (25) and (26) can 
be regarded as using information up to 2003 to estimate β1 and γ1, and the results indicate 
that the above conclusions are not sensitive to the possible error in the estimates of output 
gap for the most recent years. 

                                                                                                                                                  
capture well the recent situation.  Therefore, the pickup in ρt since 2004 may reflect in part the more 
persistent nature of oil shocks and thus cannot be attributed entirely to the changing nature of the CPI 
inflation process.  
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Together, we take these implications as a strong and robust confirmation of the 

proposition that monetary policy has a role in governing inflation persistence and hence the 
inflation process, regardless of the initial cause of inflation.  In particular, the role of 
monetary policy is not restricted to periods where inflation arises from domestically driven 
demand pressure.  The early 1970s and early 1980s both saw large but temporary 
disturbances from oil prices.  However, the inflation dynamics following the two oil shocks 
were different.  While trend inflation stayed somewhat high in the late 1970s despite the 
absence of adverse supply shocks, there was a sharp fall in trend inflation following the 
second oil shock, after which it remained moderate for the rest of the decade (Figure 26).  
The key difference between the two periods was the stance of monetary policy.  In 
particular, monetary policy was accommodative in the 1970s, whereas it was restrictive in 
the latter period.  As for the 1990s and early 2000s, globalization might have helped exert 
downward pressure on inflation as discussed in Section 3.3, but the generally disciplined 
monetary policy also played a role in keeping trend inflation moderate and well anchored, 
as seen by no observable break in the inflation process and no change in trend inflation 
around the time of the 1997 financial crisis despite a sharp rise in actual inflation as a result 
of severe exchange rate depreciation.   

Table 10 Estimated impact of shifts in monetary policy on inflation persistence#  

 Taylor rule  Standard MCI 
ω = 0.66, π* = 5 

Modified MCI,  
ω1 = 0.8, ω2 = 0.4, π* = 5 

n = 6 

β0 
 -0.004 
 (0.007) 

 0.001 
 (0.008) 

 -0.012* 
 (0.006) 

 -0.011 ** 
 (0.007)   

β1 
 0.005 ** 
 (0.001) 

 0.005 ** 
 (0.001) 

 0.007 ** 
 (0.001) 

 0.007 ** 
 (0.001)   

β2   0.005 
 (0.004)   -0.000 

 (0.002)   

γ0      -0.022 ** 
 (0.009) 

 -0.023 ** 
 (0.009) 

γ1      0.003 ** 
 (0.001) 

 0.003 ** 
 (0.001) 

γ2       -0.003 
 (0.003) 

n = 4 

β0 
 0.003 
 (0.005) 

 0.002 
 (0.006) 

 -0.008  
 (0.005) 

 -0.008 ** 
 (0.005)   

β1 
 0.003 ** 
 (0.001) 

 0.003 ** 
 (0.001) 

 0.005 ** 
 (0.001) 

 0.005 ** 
 (0.001)   

β2   0.005 
 (0.004)   0.000 

 (0.001)   

γ0      -0.014 ** 
 (0.006) 

 -0.014 ** 
 (0.006) 

γ1      0.003 ** 
 (0.001) 

 0.003 ** 
 (0.001) 

γ2       -0.001 
 (0.003) 

# Results shown are for our filtered inflation persistence 1.  Using the alternative series (2) produces very 
similar results.  Standard errors are provided in parentheses; * and ** denote significance at 10 and 5 
percent, respectively. 
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Therefore, while we do not suggest that monetary policy is the only factor that 
drives changes in inflation persistence, we are convinced that monetary policy has an 
important role in the determination of inflation persistence.  Most importantly, the lack of 
monetary discipline will make the inflation process prone to becoming more persistent.  
That is, monetary policy that is more accommodative than what is suggested to be 
appropriate by a policy rule or an optimal benchmark (which already takes into 
consideration the output gap) would work to sustain inflation and could protract the effect 
of temporary shocks, whether from the supply or demand side, for several years to come. 

4.3  Inflation expectations and monetary policy 

The results from section 4.2 leads naturally to the question of how monetary policy 
works to influence inflation persistence.  Economic theory tells us that monetary policy can 
help anchor inflation expectations, and with well anchored expectations, the effect of 
temporary shocks are much less likely to become entrenched in the people’s price setting 
behaviour.  As a result, inflationary pressure will soon fade away as temporary shocks 
subside.  On the contrary, when inflation expectations are easily influenced by current 
inflation, i.e. are poorly anchored, the impact of even one-time shocks that raise current 
inflation will tend to persist as people expect future inflation to stay just as high as today 
and thus bargain for higher wages, for instance, and tolerate high price increases in general.  
In addition, from Section 3.3, we learn that economic agents in Thailand are not entirely 
backward-looking, leaving room for monetary policy to influence their price setting 
behaviour through credibility of the central bank’s inflation target, which would be 
maintained if and only if the central bank consistently demonstrates commitment to that 
target over time. 

If monetary policy influences inflation persistence and trend inflation through 
inflation expectations, we would expect to observe rising (falling) inflation expectations 
and higher (lower) inflation persistence as monetary policy stays accommodative 
(restrictive).  Unfortunately, data on inflation expectations are extremely limited in 
Thailand, as already mentioned in Section 3.3.  Nonetheless, we plot the series together to 
get some idea whether or not they even seem to move in the expected manner. 

Figure 26:  Inflation trend and shifts in monetary policy based on selected rules/benchmarks 
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Figure 27 shows 
selected inflation 
expectation indicators 
against measures of the 
monetary policy stance.  
Since 2004, inflation 
expectations appear to 
move consistently with 
what we expect; that is, 
inflation expectations 
tend to rise (fall) when 
monetary policy becomes 
more (less) 
accommodative.  Such 
relationship, however, 
was not found prior to 
2003, and that could be 
explained by a number of reasons, including the change in monetary policy regime to 
inflation targeting in May 2000, with the new regime taking time to gain credibility.  
Moreover, risk premium was likely to be high in the years shortly after the financial 
crisis.  As the economy adjusted back to normal, risk premium fell, leading to the fall in 
the implied forward rate that was not attributable to falling inflation expectations.   When 
we try to look for a statistical relationship between ∆4π

e (the change in inflation 
expectation from four quarters ago) and average deviation from policy rule over the past 
four quarters, the relationship in 2004Q1-2008Q1 has the correct sign but is not 
significant at the five or ten percent significance level.  It is occasionally significant at the 
fifteen percent significance level.        

Obviously, the issue of how monetary policy affects inflation expectations cannot 
be concluded by the evidence we offer at this stage.  It thus remains an important research 
topic for the central bank and those who seek to understand inflation dynamics and their 
effective control. 

To recap, in Part 4 we demonstrate that shifts in monetary policy do have a 
significant impact on inflation dynamics.  In particular, if we have a simple monetary 
policy rule that takes into account both (1) deviation of inflation from its target level and 
(2) deviation of output from its potential level, substantial and prolonged divergences 
from the rule in the direction that indicates accommodative (restrictive) monetary policy 
tend to lead to higher (lower) inflation persistence.  Moreover, there is some evidence in 
support of the proposition that monetary policy influences inflation dynamics in part 
through the formation of inflation expectations.  In all, our findings are very much 
consistent with Milton Friedman’s famous remark that “inflation is always and 
everywhere a monetary phenomenon.” 

The difficulty for policymakers, however, may not lie in whether or not they 
should strictly follow a monetary policy rule.  There could be times when policymakers 
do not intend for monetary policy to be accommodative but end up otherwise.  Factors 
that could lead to that are the inaccuracy in the real-time assessment of output gap and as 
discussed in Part 2, challenges in the assessment of the continuously changing nature of 
shocks entering our economy. 

Figure 27  Inflation expectations and monetary policy 
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Box 1: Divergence between headline and core inflation 

Thailand adopted the inflation targeting regime in May 2000. At the time, the target 
choice was core inflation, computed by subtracting prices of raw food and energy products known 
to be sensitive to temporary supply shocks away from the consumer price basket so that the target 
would reflect the underlying inflation trend and can be more effectively controlled by monetary 
policy.  More importantly, core inflation demonstrated a close statistical relationship with 
headline inflation.  Thus, it could be ascertained that monetary policy formulation under core 
inflation targeting would achieve price stability in the long-term and safeguard the cost of living 
that would normally be measured by headline inflation. 

Since then, despite the fact 
that core, headline and trend inflation 
continue to move in the same 
direction, their statistical relationship 
has changed significantly.  To be 
exact, core inflation appears to be a 
lagging indicator of headline 
inflation and trend inflation at 
times.  Moreover, it consistently 
remains below the other two 
measures, with no definite signs of 
convergence in the near term 
(Figure 28). This phenomenon is 
mainly caused by structural changes 
in the dynamics of fresh food and 
energy prices during the last five 
years or so, as discussed in Part 2.  It 
can also be seen that such changes 
have not been adequately reflected in 
core inflation, effectively removing 
its ability to accurately track the real 
cost of living measured by headline 
inflation and its trend inflation. 
(Figure 29)  As a result, if the central 
bank continues to focus too much on 
core inflation, it could run the risk of 
moving too late.   

Under the outlook that 
structural changes in the dynamics of 
fresh food and energy prices may 
continue for more periods to come, 
we may very well continue to observe 
the prolonged divergence between 
headline and core inflation.  As such, 
the challenge remains in rethinking 
the appropriateness of core inflation 
both as a measure of underlying 
inflation and as a meaningful inflation 
target for the Thai economy. 

 

Figure 28 
Core, CPI and trend inflation 
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Figure 29 Breakdown of core, raw food and 
energy prices 
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5.  Conclusion 

Our motivation for this paper originates from the currently divided public opinion 
regarding the present episode of inflation.  On the one side, arguments rest on the fact that 
because current inflation arises from supply-side factors that are beyond the control of 
monetary policy, a tightening stance is therefore not needed.  Rather, monetary policy 
should become more accommodative to alleviate the financial burden on businesses and 
consumers.  On the other hand, the opposite side views that monetary policy must be 
tightened to relieve pressures from the continuously high resource utilization and 
gradually accelerating inflation expectations.  Given these differences in opinion and that 
the understanding of inflation dynamics and their governing factors are of utmost 
importance to the conduct of monetary policy, our paper sets out to provide some 
clarifications and answers to the issues at hand.   

We begin with an analysis of historical developments in Thailand’s inflation 
where we find that global supply shocks, particularly oil and farm price shocks, greatly 
affected our past inflation movements.  Up until the early 2000s, these shocks were 
mostly temporary in nature, implying only short-lived direct effects on inflation.  Since 
2003, however, the prices of oil and farm products rose continuously, with the volatility 
of oil in particular averaging much higher than historical records.  Such developments 
stemmed from a combination of structural changes in the demand and supply of these 
commodities, resulting in market tightness that further gave rise to more exacerbated 
impacts of shocks.  Overall, the findings tell us that recent shocks in commodity prices 
are driven no longer purely by supply disruptions but also by the upwardly trending 
demand.  Given so, these shocks are unlikely to disappear so soon or on their own.  

We proceed to empirically assess the dynamics of Thailand’s inflation by 
employing two univariate inflation models, namely a simple autoregressive model and an 
unobserved component model, and one multivariate inflation model, namely the hybrid 
New Keynesian Phillips Curve model.  Three important findings emerge from our study.  
First, there were two breaks in the inflation process, one occurring in the early 1970s and 
another towards the end the 1970s or the early 1980s.  Further analysis of disaggregated 
CPI data reveals that these dates were common among all disaggregated series, 
suggesting a common pervasive cause.   Secondly, inflation persistence is found to be 
higher between the two break dates no matter which univariate inflation model is used.  
Given that the short-lived supply shocks during this period could at best partly account 
for this observation, we find that an additional force, i.e. accommodative monetary 
policy, was likely to be responsible.  Lastly, we also find that inflation expectation played 
a part in governing Thailand’s inflation dynamics, thus providing support for the role of 
monetary policy.   

We then take the investigation on the role of monetary policy further.  Through 
estimations based on the concept of deviations of monetary policy stance from those 
implied by standard policy rules, e.g. the Taylor rule and the optimal policy rule for an 
open economy, we find convincing evidence to suggest that an accommodative (strict) 
monetary policy stance tended to coincide with an increase (decrease) in inflation 
persistence.  Moreover, there is some evidence in support of the proposition that 
monetary policy influenced inflation dynamics in part through the formation of 
expectations. 



 

 49 

In summary, our evidence seems to set a case that monetary policy matters 
regardless of the causes of inflation.  We can see this even under a benign and supportive 
environment or the period of “good luck” of the past where monetary policy stance that 
was too loose alone could already affect inflation persistence.  Now, faced with adverse 
shocks and increasing challenges, e.g. “bad luck”, monetary policy will become all the 
more important as it must remain a strong pillar of strength and stability for the overall 
economy. 
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Appendix A Oil price and major geopolitical events between 2002-present 

Figure A.1  
Dubai oil price during 2002-2008 
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Major geopolitical events 

Growing tensions between Israel and Iran9

Continued tensions in Nigeria8

Ongoing tensions in Eastern Turkey7

Continued conflict in Iraq, North Korea missiles launch, war 
between Israel and Lebanon

6

Military attacks in Nigeria5

Continued supply disruptions in Iraq and Nigeria4

Military actions in Iraq3

Strike in Venezuela and continued conflict in Iraq2

Unrest in Venezuela and growing tensions in the Middle-east1

Brief descriptionEvent

 
Sources: Bloomberg, EIA Annual Oil Market Chronology 2007, http://www.en.wikipedia.org  
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Appendix B: The unobserved components (UC) model without an AR(1) term 
 

Stock and Watson (2002, 2006) use the unobserved components (UC) model and 
the unobserved components with stochastic volatility (UC-SV) model to study the U.S. 
inflation process.  Both are parsimonious models which decompose the univariate process 
of quarterly inflation into two components: (1) a random walk component that reflects the 
underlying trend, and (2) a serially uncorrelated shock component.  The UC model can be 
written simply as follows: 
 

ttt ητπ +=  with  ηt  being serially uncorrelated (0, ση
2)    

ttt εττ += −1  with  εt  being serially uncorrelated (0, σε
2)   

Cov(ηt, εt) = 0   
 
The model allows one to look at the relative importance of the trend and random 

disturbances.  Note first that disturbances to the random walk component, εt, persist 
indefinitely and thus affect the trend inflation rate going forward.  On the other hand, the 
random disturbance ηt leads to only transitory fluctuations around the trend.  Intuitively, 
when trend disturbances are important relative to temporary disturbances, inflation 
becomes highly persistent.  That is because when inflation starts to go up, the trend 
component also goes up, and as a result inflation tends to stay up going forward.  On the 
contrary, when temporary shocks are more important, a change in inflation tends to come 
from a change in the temporary component.  In this case, the trend component is not 
affected and fluctuations in inflation soon fade away, implying a less persistent inflation 
process. 
 

As it turns out, the relative importance of the trend and random disturbances in 
this setup depends on their respective variances, σε

2 and ση
2.  To see this, we allude to the 

derivation by Cecchetti et al. (2007).  They first note that the first-difference of inflation 
can be written as: 
 

1−−+=∆+∆=∆ tttttt ηηεητπ  (B.1) 

 
The first-order autocorrelation of the change in inflation, ρ∆π, can be thought of as 

a summary of the persistence of the inflation process, and it can be expressed as follows: 
 

]2/[)(/)( 2
,

2
,

2
,

2
1 tttttt VarCov εηηπ σσσπππρ +−=∆∆∆= −∆  (B.2) 

 
The autocorrelation ρ∆π ranges between -0.5 and 0.  When the permanent 

component is more important, σε is large relative to ση, and the closer inflation is to a 
pure random walk with ρ∆π equal to 0.  In other words, when σε is large, the trend 
component moves around a lot, and thus trend inflation becomes unanchored, leading to 
high inflation persistence.  In contrast, when the temporary component is more important, 
σε is small relative to ση, and the closer inflation is to a stationary white noise process 
with ρ∆π approaching -0.5.   
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When we apply the model to Thailand’s CPI data over five non-overlapping 
periods of equal length44, we find that the relative importance of the trend and random 
disturbances does seem to vary over time.  Table B.1 and Figure B.1 provide the 
estimated values of σε

2 and ση
2 for each period, as well as the implied ρ∆π value which in 

turn suggests the degree of inflation persistence. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                 
44 With the exception of the last period that is shorter than the others by 4 quarters.  We also experiment by 
varying the cutoff dates, and the results are fairly robust. 

Table B.1 Estimated values of parameters of interest 

P-values are reported in parentheses.  * and ** denote significance at 10 and 5 percent, respectively.  
ρ∆π =  Cov(∆πt,∆πt-1) / Var(∆πt

2), with a value closer to -0.5 implying less persistence.

LowSomewhatVery lowVery highLowDegree of persistence

-0.333-0.179-0.482-0.074-0.291-0.216ρ∆π

2.498 **
(1.066)

4.557 **
(1.956)

0.359
(0.366)

32.494 **
(14.652)

4.487
(2.377)

8.592 **
(1.466)σε

2

2.497 **
(0.914)

1.270
(1.195)

4.778 **
(1.164)

2.814
(10.191)

3.135
(1.708)

3.268 **
(1.049)ση

2

UC parameters (Std. err.) using no priors:

3236363636176No. obs.

Concurrent 
rises in oil 
and farm 

prices

The Great 
Moderation

The Great 
Stabilization

Oil shocks 
and lax 

monetary 
policy

Pre-oil 
shocks

Whole 
sample

2000.3 –
2008.2

1991.3 –
2000.2

1982.3 –
1991.2

1973.3 –
1982.2

1964.3 –
1973.2

1964.3 –
2008.2

Global 
environment
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We also use rolling regressions, varying the window length between 36 and 48 

periods, to capture the evolution of the relative importance of temporary and 
permanent disturbances.  The results lead to a couple of interesting observations.  
First, while the variance of temporary disturbances evolved over time, its movements 
were far less pronounced compared to the changes in the variance of permanent 
disturbances (Figure B.2, bottom-right).  This suggests that the drop in the variance of 
permanent disturbances contributed at least somewhat to the decline in inflation 
persistence around 1980.   

 
Figure B.1 

Relative importance of temporary and permanent shocks 

in the inflation process without AR(1)
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Figure B.2 
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Second, prominent changes in the variance of permanent disturbances coincided 
with the well-established dating of key monetary policy shifts.  The variance was 
strikingly high throughout the 1970s and began to fall around 1980 with the start of the 
Great Stabilization, when major central banks around the world fought more vigorously 
against inflation.  At the time, Thailand’s monetary policy was tied to the U.S. monetary 
policy through the U.S. dollar-dominated pegged exchange rate, so our monetary policy 
stance was expected to be broadly in line with that of the U.S.  The variance of 
permanent disturbances fell further in the late 1980s and stayed very, very low in the 
early 1990s.  The pickup in the variance of permanent disturbances in the latter half of 
the 1990s was close to the time of the Asian financial crisis, when there was a switch in 
Thailand’s monetary policy regime and central bank credibility was severely impaired.  
The evolution of the variance of permanent disturbances thus seem to track the evolution 
of monetary policy fairly well, and so there is some indication that monetary policy is a 
good candidate for the factor that is largely responsible for the changes in the variance of 
permanent disturbances and hence is likely to play a nontrivial role in governing the 
persistence of the inflation process.   
     

Third, comparing the results from the UC model without AR(1) against the results 
from the UC model with AR(1), which should be a better representation of the inflation 
process in Thailand as argued in Part 3, we find that they are broadly consistent.  The 
results here thus provide a useful affirmation of the robustness of our findings. 
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Appendix C: GMM Estimation of the hybrid NKPC using Andrews (1991)  

Table C.1: Estimation of the NKPC under adaptive expectation with perceived anchor 

No. Choice of real marginal cost (RMC) ωωωω1 ωωωω2 λλλλ Adjusted 
R2 

Hansen-
J(1) 

1 PM adjusted RMC from mean  0.51 **  0.52 **  0.07 ** 0.32 0.64 

2 PM adjusted RMC from HP trend  0.33 **  0.72 **  -0.00 0.30 0.81 

3 NONF adjusted RMC from mean  0.32 **  0.52 **  0.07 ** 0.35 0.71 

4 NONF adjusted RMC from HP trend  0.26 **  0.79 **  -0.01 0.27 0.85 

5 Dubai adjusted RMC from mean  0.14 **  0.86 **  0.02 ** 0.40 0.75 

6 Dubai adjusted RMC from HP trend  0.24 **  0.78 **  -0.00 0.28 0.73 

7 HP output gap  0.17 **  0.83 **  0.01 0.29 0.69 

8 CAPU from mean  0.14  0.87 **  0.00 0.26 0.65 

9 CAPU from HP trend  0.29 **  0.74 **  0.00 ** 0.28 0.74 

* and ** denote significance at 10 and 5 percent, respectively; (1) displays the p-values for the Hansen J-statistic test of over-

identification; list of instruments include 3 lags of HP trend output gap, marginal cost, Dubai oil price, non-fuel commodity price, wage 

and expected inflation. All variables are in log-difference except those calculated as the percentage deviation from the HP trend 

 

Table C.2: Estimation of the NKPC under constant inflation expectation 

No. Choice of real marginal cost (RMC) ωωωω1 ωωωω2 λλλλ Adjusted 
R2 

Hansen-
J(1) 

1 PM adjusted RMC from mean  0.28 **  0.70 **  0.06 ** 0.36 0.59 

2 PM adjusted RMC from HP trend  0.32 **  0.72 **  0.00 0.31 0.62 

3 NONF adjusted RMC from mean  0.15 **  0.78 **  0.03 ** 0.37 0.61 

4 NONF adjusted RMC from HP trend  0.13  0.88 **  -0.02 0.21 0.69 

5 Dubai adjusted RMC from mean  0.12 *  0.84 **  0.01 ** 0.39 0.63 

6 Dubai adjusted RMC from HP trend  0.24 **  0.79 **  -0.01 0.26 0.64 

7 HP output gap  0.18 **  0.83 **  0.01 0.30 0.50 

8 CAPU from mean  0.14  0.85 **  0.00 0.21 0.66 

9 CAPU from HP trend  0.30 **  0.71 **  0.00 ** 0.28 0.66 

* and ** denote significance at 10 and 5 percent, respectively; (1) displays the p-values for the Hansen J-statistic test of over-

identification; list of instruments include 3 lags of HP trend output gap, marginal cost, Dubai oil price, non-fuel commodity price, wage 

and 2 lags of past inflation. All variables are in log-difference except those calculated as the percentage deviation from the HP trend 
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Appendix D: The impact of globalization 

Table D.1 Estimated impact of globalization (Newey-West) 

No. Choice of real marginal cost 
(RMC) 

λλλλ1 λλλλ2 Wald tests 
of equality 

1 PM adjusted RMC from mean  0.08 **  -0.11 ** 0.36 

2 PM adjusted RMC from HP trend  -0.00   -0.00  - 

3 NONF adjusted RMC from mean  0.08 **  -0.07 ** 0.50 

4 NONF adjusted RMC from HP trend  -0.01   -0.03  - 

5 Dubai adjusted RMC from mean  0.00   0.02 * - 

6 Dubai adjusted RMC from HP trend  0.03 **  -0.03 ** 0.44 

7 HP output gap  0.07 **  -0.11 ** 0.19 

8 CAPU from mean  -0.00   0.00 - 

9 CAPU from HP trend  0.00 **  -0.00 ** 0.59 

* and ** denote significance at 10 and 5 percent levels, respectively.  Figures in the column for the Wald 
tests of equality denote p-values where acceptance of the null hypothesis implies  that λ1= - λ2 

 

Table D.2 Estimated impact of globalization (Andrews) 

No. Choice of real marginal cost 
(RMC) 

λλλλ1 λλλλ2 Wald tests 
of equality 

1 PM adjusted RMC from mean  0.09 **  -0.12 ** 0.43 

2 PM adjusted RMC from HP trend  -0.00   -0.00  - 

3 NONF adjusted RMC from mean  0.08 **  -0.07 ** 0.50 

4 NONF adjusted RMC from HP trend  -0.01   -0.04  - 

5 Dubai adjusted RMC from mean  0.01   0.01  - 

6 Dubai adjusted RMC from HP trend  0.03 **  -0.03 ** 0.44 

7 HP output gap  0.08 **  -0.08 ** 0.96 

8 CAPU from mean  -0.00   0.00 - 

9 CAPU from HP trend  0.00 **  -0.00  - 

* and ** denote significance at 10 and 5 percent levels, respectively.  Figures in the column for the Wald 
tests of equality denote p-values where acceptance of the null hypothesis implies  that λ1= − λ2 
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Appendix E: Robustness of the hybrid NKPC 

E.1 Alternative specifications 

To ensure the robustness of our results, we also employ an additional case of 
perfect foresight inflation expectation assumption, i.e. assuming that expected inflation in 
period t+1 is equal to actual inflation in the corresponding period.  We find that the size 
of ω1 varies between 0.40 – 0.45.  However, we caution readers against taking these 
estimates at face value given that the estimations tend to over-estimate the extent of 
forward looking behaviour given that actual future inflation, our proxy for inflation 
expectation, is by construction highly correlated with current inflation.  In the case of 
constant inflation expectation, we also employ an alternative constant of 2.5 as an 
additional test.  The results are in line with the findings presented in Part 3 and thus are 
not reported here in details. 

E.2 Instrument relevance 

One potential weakness of GMM is the issue of instrument relevance, i.e. weak 
identification problem.  If the instruments are only marginally relevant, or weak, the 
GMM estimators may be biased.  Formal tests of instrument strength generally rely on the 
estimation of the first-stage F-statistics (Baum and Schaffer [2002]), which in essence 
identifies whether the instruments are statistically significant determinants of the GMM 
regressors.  We use the same underlying concept to test the validity of our instruments by 
regressing: 

 t

n

i
itit XY εβ +=∑

=0

 (E.1) 

where Y andX denote our GMM regressors (various measures of real marginal cost, 
output gap, CAPU, expected inflation and lagged inflation) and our list of instruments, 
respectively.  The results are presented in Table E.1 below. 
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 In general, we find that the instruments employed in our analysis of the NKPC are 
relevant determinants of our regressors although a few instances of potential weakness are 
present.  Overall, we feel that our results remain reliable and robust given that whenever 
possible, alternative specifications and methodologies are explored.  Nevertheless, as 
noted, we remain mindful of our analysis especially given data limitations and urge 
readers to do so as well.  For future work, we encourage researchers to explore other 
estimation methodologies that can further improve the robustness of our analysis.  In 
particular, following authors like Kurmann (2002), Bakrbu and Batini (2005) and Ma 
(2002), uses of limited or full information maximum likelihood (LIML/FIML) or 
continuous updating GMM may be worth exploring.   

 
 

 
 

 

 

 

 

Table E.1 Tests for instrument relevance 

Figures in parentheses denote the p-values. GMM instruments are used as regressors.

7.38 **
(0.00)

8.73 **
(0.00)

3.60 **
(0.00)

CAPU from HP trend9

2.31 **
(0.00)

8.73 **
(0.00)

3.60 **
(0.00)

CAPU from mean8

43.31 **
(0.00)

8.73 **
(0.00)

3.60 **
(0.00)

HP output gap7

9.18 **
(0.00)

8.49 **
(0.00)

3.04 **
(0.00)

Dubai adjusted RMC from HP trend6

1.96 **
(0.04)

8.50 **
(0.00)

2.98 **
(0.00)

Dubai adjusted RMC from mean5

4.42 **
(0.00)

8.36 **
(0.00)

3.40 **
(0.00)

NONF adjusted RMC from HP trend4

1.59
(0.11)

8.37 **
(0.00)

3.53 **
(0.00)

NONF adjusted RMC from mean3

2.82 **
(0.00)

8.33 **
(0.00)

3.38 **
(0.00)

PM adjusted RMC from HP trend2

0.78
(0.70)

8.44 **
(0.00)

3.35 **
(0.00)

PM adjusted RMC from mean1

RMC/HP 
Gap/CAPU

InflationExpected 
inflation

Dependent variablesChoice of RMCNo

 




